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Traditionally, the mechanism design literature has been primarily focused on settings where the bidders' valuations are independent. However, in settings where valuations are correlated, much stronger results are possible. For example, the entire surplus of efficient allocations can be extracted as revenue. These stronger results are true, in theory, under generic conditions on parameter values. But in practice, they are rarely, if ever, implementable due to the stringent requirement that the mechanism designer knows the distribution of the bidders types exactly. In this work, we provide a computationally and sample efficient method for designing mechanisms that can robustly handle imprecise estimates of the distribution over bidder valuations. This method guarantees that the selected mechanism will perform at least as well as any ex-post mechanism with high probability. The mechanism also performs nearly optimally with sufficient information and correlation. Further, we show that when the distribution is not known, and must be estimated from samples from the true distribution, a sufficiently high degree of correlation is essential to the ability to implement optimal mechanisms. Finally, we demonstrate through simulations that this new mechanism design paradigm generates mechanisms that perform significantly better than traditional mechanism design techniques given sufficient samples.
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1. Introduction

Auctions are one of the fundamental tools of the modern economy for allocating resources. They are used to allocate online ad space (Interactive Advertising Bureau (IAB) 2017), offshore oil drilling rights, famous artwork, small and medium lift capacity to planetary orbit (NASA 2014), government supply contracts (Government Accountability Office 2013), FCC spectrum licenses (FCC 2017), and almost limitless numbers of other things, large and small. Given the economic magnitude and breadth of these markets, it is crucial that these auctions are implemented optimally, for even small deviations from optimality can lead to millions of dollars worth of lost revenue, inefficiencies in resource allocation, and overspending.

The application of auction design to online advertising has been a particularly fruitful area of research, both academically and practically. For example, in 2017 $88 billion dollars of online ad revenue was generated through automated auctions (Interactive Advertising Bureau (IAB) 2017). Moreover, these online advertising markets are representative of a new class of auction platforms characterized by the frequency with which they repeat identical auctions and the granularity of the data that the platforms collect. Real time bidding for Amazon Web Services EC2 “Spot Instances” is another such platform.

These rapidly repeated, data-rich auction platforms provide unique opportunities for the auction (or mechanism) designer. This is due to well-established results indicating that revenue optimal mechanisms are prior-dependent (also known as Bayesian) mechanisms (Myerson 1981, Cremer and McLean 1985, 1988, Lopomo 2001), i.e., mechanisms that assume some knowledge of the kinds of bidders that are likely to participate. These repeated settings provide the mechanism designer the opportunity to learn the distribution of the bidders and achieve the optimal mechanism.

This dependence on distributional information is particularly strong in the setting of correlated valuations, i.e the setting where one bidder’s valuation is correlated with other bidders’ valuations. Moreover, the combination of correlated valuations and Bayesian mechanisms allows for the strongest possible result in revenue maximizing mechanism design, that of full surplus extraction.
as revenue for the seller (Cremer and McLean 1985, 1988, Albert et al. 2016). With a small degree of correlation (i.e., the Cremer-McLean (CM) condition), the seller can, in expectation, generate as much revenue as if she knew the bidders’ true valuations. Further, correlated valuations are likely to be the norm, not the exception, in many mechanism design settings of interest, e.g. any setting with a common value component. For online advertising, the bidders (i.e., the advertisers) generally receive a profile of the user who will be shown the advertisement. The bidders then use sophisticated valuation algorithms to convert this profile into a valuation of the user viewing the advertisement. For two bidders that are advertising similar products, they are naturally going to have correlated valuations for the ad impression due to similar valuation algorithms.

Therefore, if a mechanism designer intends to maximally exploit a correlated valuations setting, she must use information about the distribution. Unfortunately, traditional mechanism design paradigms assume either perfect information about the distribution (Bayesian mechanism design) or use very little information about the distribution (ex-post mechanism design). If the mechanism designer tries to naively use an estimate of the distribution, the mechanism is unlikely to be incentive compatible or individually rational, leading to mechanisms that are hard to reason about and may perform very poorly (Lopomo et al. 2009, Albert et al. 2015).

As our primary contribution, we develop and study a new class of mechanisms, $\epsilon$-robust mechanisms, that extend robust mechanisms (Bergemann and Morris 2005) by allowing for a small probability of violation of incentive compatibility and individual rationality when there is uncertainty over the distribution of bidders. This new class of mechanisms permits the design of mechanisms in settings where the bidder distribution is estimated. Specifically, we assume that there is a set of distributions, i.e. the $\epsilon$-consistent set, with the true bidder distribution being within the set with high probability (probability of $1 - \epsilon$). We also assume that we have a point estimate of the true distribution. This is consistent with a procedure that estimates the true distribution and provides a “confidence interval” around that estimate. This new class of mechanisms is then guaranteed to be incentive compatible and individually rational for all distributions within the $\epsilon$-consistent set.

Using this new class of mechanisms, we show the following:
(Informal) Corollary 1 The optimal $\epsilon$-robust mechanism can be computed in polynomial time.

Furthermore, we demonstrate that learning the optimal mechanism is not only possible for this class of mechanisms, for distributions that are “sufficiently” correlated, it can be done efficiently. We do this using a non-parametric estimation procedure for the distribution combined with carefully choosing $\epsilon$. This reinterprets $\epsilon$ as a regularization parameter for Bayesian mechanism design that parameterizes the space between ex-post and Bayesian mechanisms. The optimal $\epsilon$ balances the robustness against the specificity of the mechanism, which leads to our result:

(Informal) Theorem 3 For “sufficiently” correlated distributions, an approximately optimal $\epsilon$-robust mechanism can be learned using a polynomial number of samples from the underlying bidder distribution.

Though Theorem 3 states that the optimal mechanism can be learned using an efficient number of samples, we do require that there is “sufficient” correlation. One naturally wonders whether the sufficient correlation condition is strictly necessary. To address this, we show the following:

(Informal) Corollary 3 For “insufficiently” correlated distributions, there is no mechanism design procedure that uses a finite number of samples and guarantees approximately optimal revenue.

1.1. Related Work

Much of the focus of the mechanism design community has been on the approximate optimality of simple mechanisms (Bulow and Klemperer 1996, Hartline and Roughgarden 2009, Roughgarden and Talgam-Cohen 2013, Morgenstern and Roughgarden 2015), that is, mechanisms that are either prior-independent or weakly prior-dependent (this distinction will be made clear in Section 2). This focus is due to two factors. First, prior-dependent mechanisms can be very brittle to misspecified priors (Lopomo 2001, Albert et al. 2015). That is to say, if a prior-dependent mechanism is constructed using an incorrect prior it can perform much worse than simple mechanisms (Hartline and Roughgarden 2009). Second, competition can be an effective substitute for knowledge of the
distribution (Bulow and Klemperer 1996), at least for independent and identically distributed bidders. Therefore, instead of implementing prior-dependent mechanisms, practitioners generally implement prior-independent mechanisms under the assumption that there are many bidders, or that it will somehow be possible to acquire new bidders at a reasonable cost.

Unfortunately, in many auctions there is no feasible way to acquire more bidders. In online advertising, auctions are often very thin due to the platform giving preference to more relevant advertisements to the user of the platform. For example, when a user searches for the keyword "Nike" on Google, Nike appears to be the only company that can win the first ad slot, since Google knows the user is likely interested in Nike products. Given this thin auctions problem, a recent literature (Pardoe et al. 2010, Fu et al. 2014, Kanoria and Nazerzadeh 2014, Mohri and Medina 2014, Blum et al. 2015, Mohri and Medina 2015, Morgenstern and Roughgarden 2015) has begun developing techniques to learn the optimal mechanism given samples from the true distribution. However, the literature has, primarily, focused on the restrictive case of independent private value distributions, where each bidder’s valuation is independent of all other bidders, and the restrictive class of ex-post individually rational and incentive compatible mechanisms.

The most closely related paper is Fu et al. (2014), which explores the sample complexity of optimal mechanism design with correlated valuations. They are able to show that if there is a finite set of distributions from which the true distribution will be drawn, then the sample complexity is of the same order as the number of possible distributions. However, the results are in a sense too strong. Specifically, their findings suggest that maximizing revenue from settings with correlated distributions with finite types is trivial from a sample complexity standpoint, at least if the set of possible distributions is known. Moreover, outside of a very small condition (effectively stating that there is correlation), the degree of correlation does not play a role in the ability to implement the mechanism, an intuitively strange result. The key to reconciling this intuition with their results is realizing that there is something fundamentally distinct between infinite sets of distributions and finite sets, and that their results do not extend to the case of infinite sets of distributions, as we demonstrate in Section 6.
In the traditional mechanism design literature, this work is closely related to work on *robust mechanism design* (Bergemann and Morris 2005, Lopomo et al. 2009). This line of literature assumes that the bidders in the mechanism have a belief over other bidders, but that the belief for each agent is not known by the mechanism designer, similar to our notion of uncertainty over the distribution. Instead, the belief of each bidder over other bidders becomes part of the “type” of the agent, following Harsanyi (1967). This is, in some ways, more flexible than our approach; we define a bidder’s type as his *payoff* type, while his belief is unknown but is from a known set. Since we are primarily interested in uncertain, but well-defined, beliefs, our notation will be sufficiently flexible for this work, and it allows us to more easily go beyond well-defined beliefs. Our results differ from this previous work in two main respects. First, we develop and analyze a computational framework for computing a new class of mechanisms that satisfy the properties of Bergemann and Morris (2005) and Lopomo et al. (2009), whereas previous work is primarily interested in the theoretical limitations of such mechanism. Second, we extend their definition of uncertainty in that we allow for probabilistic violation of the standard constraints in mechanism design.

From a computational standpoint, our work uses techniques both from the automated mechanism design literature (Conitzer and Sandholm 2002, 2004, Guo and Conitzer 2010, Sandholm and Likhodedov 2015) and the literature on robust optimization (Bertsimas and Sim 2004, Aghassi and Bertsimas 2006). However, the combination of these techniques is unique as far as we are aware.

2. Preliminaries

We consider a single monopolistic seller auctioning one object, which the seller values at zero, to a single bidder whose valuation is correlated with an external signal. The special case of a single bidder and an externally verifiable signal captures many of the important aspects of this problem while increasing ease of exposition relative to the case of many bidders, and this setting has been used in the literature on correlated mechanism design (McAfee and Reny 1992, Albert et al. 2015) for this purpose. The external signal can, but does not necessarily, represent other bidders’ bids. For example, in online advertising for search results (so called “sponsored search auctions”), the
external signal may be bids on a different but related keyword. E.g., if the target auction is for the keyword “Nike” the external signal may be bids on the auction for the keyword “shoes”.

The bidder has a valuation type \( \theta \) drawn from a finite set of discrete types \( \Theta = \{1, \ldots, |\Theta|\} \). Further, the bidder has a valuation function \( v: \Theta \rightarrow \mathbb{R}^+ \) that maps types to valuations for the object. Assume, without loss of generality, that for all \( \theta, \theta' \in \Theta \), if \( \theta > \theta' \) then \( v(\theta) \geq v(\theta') \), and \( v(1) > 0 \). The discrete external signal is denoted by \( \omega \in \Omega = \{1, 2, \ldots, |\Omega|\} \). Throughout the paper, we will denote vectors, matrices, and tensors as bold symbols.

There is a probability distribution, \( \pi \), over the types of the bidder and external signal where the probability of type and signal \( (\theta, \omega) \) is \( \pi(\theta, \omega) \). The probability distribution can be represented in many possible ways, but we will represent it as a matrix. Specifically, the distribution is a matrix of dimension \( |\Theta| \times |\Omega| \) whose elements are all positive and sum to one. Note that in contrast to much of the literature on mechanism design, we do not require that the bidder type be distributed independently of the external signal.

The distribution over the external signal \( \omega \) given \( \theta \) will be denoted by the \( |\Omega| \) dimensional vector \( \pi(\cdot|\theta) \). We will, in many cases, be primarily interested in the conditional distribution over the external signal given the bidder’s type, \( \pi(\cdot|\theta) \), so we will represent the full distribution as a marginal distribution over \( \Theta \), \( \pi_\theta \), and a set of conditional distributions over \( \Omega \), \( \pi(\cdot|\cdot) = \{\pi(\cdot|1), \pi(\cdot|2), \ldots, \pi(\cdot|\Theta)\} \). Therefore, if the true distribution is \( \pi \), we will alternatively represent it as \( \{\pi_\theta, \pi(\cdot|\cdot)\} \). If for all \( \theta, \theta' \in \Theta \), \( \pi(\cdot|\theta) = \pi(\cdot|\theta') \), it is an independent private values (IPV) setting and the optimal mechanism is a reserve price mechanism, a mechanism where the seller makes a take it or leave it offer at the reserve price (Myerson 1981).

A (direct) revelation mechanism is defined by, given the bidder type and external signal \( (\theta, \omega) \), 1) a probability that the seller allocates the item to the bidder and 2) a monetary transfer from the bidder to the seller. We will denote the probability of allocating the item to the bidder as \( p(\theta, \omega) \), which is a value between zero and one, and the transfer from the bidder to the seller as \( x(\theta, \omega) \), where a positive value denotes a payment to the seller and a negative value a payment from the seller to the bidder. We will denote a mechanism as \( (p, x) \).
Definition 1 (Bidder’s Utility). Given a reported type $\theta' \in \Theta$, true type $\theta \in \Theta$, external signal $\omega \in \Omega$, and belief over the external signal $\pi(\cdot|\theta)$, the bidder’s realized utility under mechanism $(p, x)$ is quasi-linear, i.e. the bidder’s utility is $v(\theta)p(\theta', \omega) - x(\theta', \omega)$:

Due to the well-known revelation principle (e.g., Gibbons (1992)), the seller can restrict her attention to incentive compatible mechanisms, i.e., mechanisms where it is always optimal for the bidder to truthfully report his valuation. However, incentive compatibility can be specified in multiple ways. For the sake of presentation, we will restrict our focus to two of the most common, ex-post incentive compatibility and Bayesian incentive compatibility. Ex-post incentive compatible mechanisms guarantee that for any realization of the external signal, the bidder always finds it optimal to report his value truthfully. In contrast, Bayesian incentive compatible mechanisms only guarantee that, given the beliefs of the bidder over the external signal, the bidder will have the highest expected utility if he reports truthfully: after seeing the realization of the external signal, he may regret his report.

Definition 2 (Incentive Compatibility). A mechanism $(p, x)$ is ex-post incentive compatible (IC) if:

$$v(\theta)p(\theta, \omega) - x(\theta, \omega) \geq v(\theta)p(\theta', \omega) - x(\theta', \omega) \quad \forall \theta, \theta' \in \Theta, \omega \in \Omega$$

A mechanism $(p, x)$ is Bayesian incentive compatible if:

$$\sum_{\omega \in \Omega} \pi(\omega|\theta) (v(\theta)p(\theta, \omega) - x(\theta, \omega)) \geq \sum_{\omega \in \Omega} \pi(\omega|\theta) (v(\theta)p(\theta', \omega) - x(\theta', \omega)) \quad \forall \theta, \theta' \in \Theta$$

Bayesian incentive compatibility is a statement about the beliefs of the bidder over the external signal, $\pi(\omega|\theta)$. Specifically, it allows the seller to determine payments by lottery. The lottery that the bidder faces can be dependent on his valuation, but the lottery itself is over the external signal. Bayesian incentive compatibility is a strict relaxation of ex-post in the sense that any mechanism that is ex-post incentive compatible is also Bayesian incentive compatible.

In addition to incentive compatibility, we are interested in mechanisms that are individually rational, i.e., it is rational for a bidder to participate in the mechanism. We will define ex-post
individual rationality (a bidder is never worse off by participating in the mechanism) and ex-interim individual rationality (the bidder has non-negative expected utility for participating in the mechanism). Again, ex-interim individual rationality is a strict relaxation of ex-post.

**Definition 3 (Individual Rationality).** A mechanism \((p, x)\) is *ex-post individually rational (IR)* if:

\[
v(\theta)p(\theta, \omega) - x(\theta, \omega) \geq 0 \quad \forall \theta \in \Theta, \omega \in \Omega
\]

A mechanism \((p, x)\) is *ex-interim individually rational* if:

\[
\sum_{\omega \in \Omega} \pi(\omega | \theta) \left( v(\theta)p(\theta, \omega) - x(\theta, \omega) \right) \geq 0 \quad \forall \theta \in \Theta
\]

We will refer to mechanisms that satisfy ex-post individual rationality and incentive compatibility as *ex-post mechanisms* and mechanisms that satisfy Bayesian incentive compatibility and ex-interim individual rationality as *Bayesian mechanisms*. Bayesian mechanisms are what we have been referring to as prior-dependent mechanisms, while ex-post is weakly prior-dependent, i.e., only the objective function depends on the distribution, not the constraints over incentive compatibility and individual rationality.

**Definition 4 (Revenue Optimal Mechanisms).** A mechanism \((p, x)\) is a *revenue optimal ex-post mechanism* if under the constraint of ex-interim individual rationality and ex-post incentive compatibility it maximizes the following:

\[
\sum_{\theta, \omega} x(\theta, \omega) \pi(\theta, \omega)
\]

A mechanism that maximizes the above under the constraint of ex-interim individual rationality and Bayesian incentive compatibility is a *revenue optimal Bayesian mechanism*.

The definition of a revenue optimal mechanism combined with the constraints for individual rationality, incentive compatibility, and feasibility (i.e. that the item can be allocated at most once) define a linear optimization problem. An optimal mechanism can be efficiently computed as a solution to this linear program (Guo and Conitzer 2010).
Note that given individual rationality constraints, the maximum revenue that any mechanism can possible achieve, in expectation, is the expected bidder valuation. When a mechanism achieves this, we say that the mechanism \textit{extracts the full social surplus as revenue in expectation}. However, due to the incentive compatibility constraint, mechanisms in IPV settings generally fail to extract the full surplus as revenue due to the necessity of providing incentives for the bidder to reveal his true type, which is private information. In contrast, in correlated settings, much more can be done as Theorem 1 shows.

**Definition 5 (Cremer-McLean Condition).** The distribution over types $\pi$, is said to satisfy the \textit{Cremer-McLean (CM) condition} if the set of conditional distributions with respect to bidder type, $\{\pi(\cdot|\theta) : \theta \in \Theta\}$, are convex independent. I.e., for all $\theta \in \Theta$, there does not exist $\rho(\theta') \geq 0$ for $\theta' \in \Theta/\{\theta\}$ such that $\sum_{\theta'' \in \Theta/\{\theta\}} \rho(\theta'') = 1$ and $\pi(\cdot|\theta) = \sum_{\theta'' \in \Theta/\{\theta\}} \rho(\theta'') \pi(\cdot|\theta')$:

While the CM condition is not specifically about Pearson correlation, it is a statement about dependence between the external signal and the bidder type, the intuitive notion of correlation. Specifically, it says that every distinct bidder type contains distinct information about the probability of the external signal. Moreover, it is a \textit{generic} condition, i.e., a condition that holds with probability one for a random distribution.

**Theorem 1 (Cremer and McLean (1988)).** If the Cremer-McLean condition is satisfied by the distribution $\pi$, then there exists an ex-interim IR and bayesian IC mechanism that extracts the full social surplus as revenue.

With a generic condition, the mechanism designer can generate as much revenue in expectation as if she knew the bidder’s valuation. Therefore, with correlation, private information has no value for the bidder. This is in sharp contrast to the IPV setting where a consequence of the bidder having private information is that the seller must share some of the expected social surplus from the sell with the bidder. Example 1 demonstrates how the Bayesian mechanism maximizes revenue when the CM condition is satisfied.
**Figure 1** The points represent the bidder type, where the position along the x-axis is the probability that the external signal is high. The relative size of the point represents the marginal probability of that bidder type. The lines represent lotteries offered in the mechanism, with the payment for the lottery if $\omega_H$ is observed being the intersection with the right vertical axis, and the payment if $\omega_L$ is observed is the intersection with the left axis. The height of the line at each point is the expected payment for that lottery. The bidder accepts a lottery if and only if the expected payment is less than or equal to his valuation (IR) and chooses the lottery with the lowest expected payment (IC). For these mechanisms, if a bidder accepts a lottery, the item is allocated with probability 1. Figure 1a shows a take it or leave it offer of 3, and only the high valuation $v = 3$ is allocated the item.

(a) Distribution where the valuation is uncorrelated with the external signal, $\pi_1$

(b) Distribution that satisfies the Cremer-McLean Condition, $\pi_2$.

---

**Example 1.** Suppose that there is a single bidder and an external signal that is correlated with the bidder’s valuation. Both the bidder valuations and the external signal are binary, and we will denote the bidder valuations by $v \in \{1, 3\}$ and the possible values of the external signal by $\omega \in \{\omega_L, \omega_H\}$. Denote the distribution of the bidder’s valuations and the external signal by

$$
\pi_1(v, \omega) = \begin{bmatrix} 1/3 & 1/3 \\ 1/6 & 1/6 \end{bmatrix} \\
\pi_2(v, \omega) = \begin{bmatrix} 1/2 & 1/6 \\ 1/12 & 1/4 \end{bmatrix}
$$

where the indices are ordered such that $\pi_2(v = 3, \omega = \omega_L) = 1/12$. Note that the marginal distributions over $v$ are identical for $\pi_1$ and $\pi_2$. It is clear that in $\pi_1$ the bidder’s valuation and the external signal are uncorrelated, implying that the optimal mechanism is a reserve price mechanism (Myerson 1981), shown in Figure 1a, with an expected revenue of 1. However, $\pi_2$ satisfies the Cremer-McLean condition, and therefore, the seller can extract full surplus as revenue (the full 5/3), as in Figure 1b.
3. Consistent Sets of Distributions

While Theorem 1 makes relatively weak assumptions about the distributions in order to guarantee full revenue extraction, it does require that the mechanism designer knows the distribution exactly. If, instead of precise knowledge of the distribution of bidder types and external signals, the mechanism designer has an imprecise estimate of the distribution, the prior-dependent, or Bayesian, mechanism can fail to be both incentive compatible and individually rational. This failure can be a significant problem for two reasons. First, if the mechanism is not individually rational bidders will not participate in the mechanism. In markets with few bidders, the loss of even a single bidder can lead to significant decreases in expected revenue, even relative to simple mechanisms (Bulow and Klemperer 1996). Second, if the mechanism is not incentive compatible, the bidder may optimally choose to mis-report his true valuation, leading both to biases in future estimates of the distribution and difficulty in reasoning about the performance of the mechanism, since it is unclear a priori how the bidder will report.

It is in this sense that Bayesian incentive compatible and ex-interim individually rational mechanisms are, in general, strongly prior-dependent. The mechanism depends not only on the seller’s estimate of the distribution, but also the bidder’s belief over the distribution. The consequences of these being mis-aligned is not just slightly lower expected revenue, as would be the case for weakly prior-dependent mechanisms such as a second price auction with reserve; it is a failure of the mechanism to maintain fundamental characteristics (Hartline 2014, Albert et al. 2015). Therefore, unless the seller has perfect knowledge of the bidder’s beliefs, standard mechanism design techniques will leave only the option of using sub-optimal, weakly prior-dependent mechanisms.

A more realistic assumption is that the distribution is not perfectly known, but instead estimated, i.e. the seller estimates the distribution $\pi$ as $\hat{\pi}$. A reasonable estimation procedure would provide both a point estimate of the distribution, as well as a confidence interval around the estimate. This is the information structure we assume for this work, and we formalize this in the following definition.
Definition 6 (Set of $\epsilon$-Consistent Distributions). Let $P(A)$ be the set of probability distributions over a set $A$. A subset $\mathcal{P}_\epsilon(\hat{\pi}) \subseteq P(\Theta \times \Omega)$ is an $\epsilon$-consistent set of distributions for the estimated distribution $\hat{\pi}$ if the true distribution, $\pi$, is in $\mathcal{P}_\epsilon(\hat{\pi})$ with probability $1 - \epsilon$.

While an $\epsilon$-consistent set is a set of joint distributions over both $\Theta$ and $\Omega$, it will be useful to refer to the set of $\epsilon$-consistent conditional distributions for $\theta \in \Theta$ as $\mathcal{P}_\epsilon(\hat{\pi}(|\theta))$, i.e. the set of true conditional distributions $\pi(\cdot|\theta)$ is such that $\pi(\cdot|\theta) \in \mathcal{P}_\epsilon(\hat{\pi}(|\theta))$ for all $\theta \in \Theta$ with probability $1 - \epsilon$.

Namely, in Bayesian IC and ex-interim IR mechanisms, it will be the conditional distributions that are essential. Similarly, the set of consistent marginal distributions over $\Theta$ will be referred to as $\mathcal{P}_\epsilon(\hat{\pi}_\theta)$. Clearly, $\mathcal{P}_\epsilon(\hat{\pi})$ completely identifies $\mathcal{P}_\epsilon(\hat{\pi}(|\theta))$ and $\mathcal{P}_\epsilon(\hat{\pi}_\theta)$.

With an $\epsilon$-consistent set of distributions, we can relax the notion of ex-interim IR and Bayesian IC by requiring that the mechanism be IR and IC for all distributions in the $\epsilon$-consistent set. While, this is similar to the notion of bidder beliefs being part of the type space introduced in Bergemann and Morris (2005) for robust mechanisms, it differs in two important areas. First, we explicitly keep the uncertainty in the distribution separate from concerns over uncertainty in the type, whereas Bergemann and Morris (2005) combines the notion of bidder type and distribution uncertainty of bidder type into a single meta-type. Secondly, our notion of $\epsilon$-consistent sets differs from that of robust mechanism design in Bergemann and Morris (2005) by allowing the true distribution to not be in the consistent set, with probability $\epsilon$. Though if $\epsilon = 0$ our definition corresponds to theirs in this way, and we will refer to this special case by dropping the $\epsilon$ subscript, i.e. $P(\hat{\pi})$ implies $\epsilon = 0$.

However, since the distribution $\pi$ is also private information, by the revelation principle, the mechanism designer can elicit the true distribution from the bidder and condition the mechanism on the reported distribution. Therefore, we modify the definitions of the mechanism, $(p, x)$, such that they depend not only on the reported type and external signal, but also the reported distribution $\pi'$, i.e. $x(\theta', \omega)$ becomes $x(\theta', \pi', \omega)$. With the redefined mechanism $(p, x)$ and an $\epsilon$-consistent set $\mathcal{P}_\epsilon(\hat{\pi})$, we can introduce our notion of individual rationality and incentive compatibility.
DEFINITION 7 (ε-Robust Individual Rationality). A mechanism is ε-robust individually rational for estimated bidder distribution \( \hat{\pi} \) and ε-consistent set of distributions \( P_\epsilon(\hat{\pi}) \) if for all \( \theta \in \Theta \) and \( \pi \in P_\epsilon(\hat{\pi}) \),
\[
\sum_{\omega \in \Omega} \pi(\omega | \theta) \left( v(\theta) p(\theta, \pi, \omega) - x(\theta, \pi, \omega) \right) \geq 0
\]

DEFINITION 8 (ε-Robust Incentive Compatibility). A mechanism is ε-robust incentive compatible for estimated bidder distribution \( \hat{\pi} \) and ε-consistent set of distributions \( P_\epsilon(\hat{\pi}) \) if for all \( \theta, \theta' \in \Theta \) and \( \pi, \pi' \in P_\epsilon(\hat{\pi}) \),
\[
\sum_{\omega \in \Omega} \pi(\omega | \theta) \left( v(\theta) p(\theta, \pi, \omega) - x(\theta, \pi, \omega) \right) \geq \sum_{\omega \in \Omega} \pi(\omega | \theta') \left( v(\theta') p(\theta', \pi', \omega) - x(\theta', \pi', \omega) \right)
\]

Note that we can restrict our attention to settings where the bidder only reports \( \pi' \in P_\epsilon(\hat{\pi}) \) by setting the allocation probability \( p \) to zero if the bidder reports \( \pi' \not\in P_\epsilon(\hat{\pi}) \).

4. Computing ε-Robust Mechanisms

In this section, we will introduce a new mechanism design technique that can efficiently compute mechanisms that are ε-robust incentive compatible and individually rational. Specifically, we will combine techniques from automated mechanism design and robust convex optimization to automate the design of robust mechanisms.

If \( \epsilon = 0 \), this will give us strong guarantees that our mechanism will do at least as well as an ex-post mechanism while allowing for the mechanism to perform nearly optimally if the consistent set is sufficiently small. For \( \epsilon \neq 0 \), the performance of the mechanism may be arbitrarily bad, but with a sufficiently small \( \epsilon \), it is likely to perform well. Indeed, in Section 5 we demonstrate that \( \epsilon \) can be set such that the expected revenue of the ε-robust mechanism is nearly optimal.

While it is theoretically possible to allow bidders to report both their valuations and their beliefs, and design optimal mechanisms given this joint report, standard automated mechanism design techniques require finitely specified input, and we are explicitly interested in infinite sets of distributions. We will simplify the mechanism design process by only considering mechanisms for which the payments, \( x \), and probabilities of allocations, \( p \), depend only on the reported bidder...
types and the realization of the external signal. While this is not without loss of generality, it will be sufficient to achieve our goals of better than ex-post performance while allowing for the possibility of nearly optimal performance.

**Definition 9 (Optimal \( \epsilon \)-Robust Mechanism).** An optimal \( \epsilon \)-robust mechanism given an estimated distribution \( \hat{\pi} \) and an \( \epsilon \)-consistent set of distributions \( \mathcal{P}_\epsilon(\hat{\pi}) \) is a mechanism that is an optimal solution to the following program:

\[
\max_{x(\theta, \omega), p(\theta, \omega)} \sum_{\theta, \omega} \hat{\pi}(\theta, \omega)x(\theta, \omega)
\]
subject to

\[
\sum_{\omega \in \Omega} \pi(\omega | \theta)(v(\theta)p(\theta', \omega) - x(\theta', \omega)) \geq 0 \quad \forall \ \theta \in \Theta, \ \pi(\cdot | \theta) \in \mathcal{P}_\epsilon(\hat{\pi}(\cdot | \theta))
\]

\[
\sum_{\omega \in \Omega} \pi(\omega | \theta)(v(\theta)p(\theta', \omega) - x(\theta', \omega)) \geq \sum_{\omega \in \Omega} \pi(\omega | \theta)(v(\theta)p(\theta', \omega) - x(\theta', \omega)) \quad \forall \ \theta, \theta' \in \Theta, \ \pi(\cdot | \theta) \in \mathcal{P}_\epsilon(\hat{\pi}(\cdot | \theta))
\]

\[
0 \leq p(\theta, \omega) \leq 1 \quad \forall \ \theta \in \Theta, \ \omega \in \Omega
\]

Note that the linear program in Definition 9 still contains an infinite number of constraints over a, potentially, non-convex set, and therefore is in general computationally intractable. However, the following assumption allows computational tractability.

**Assumption 1.** The set \( \mathcal{P}_\epsilon(\hat{\pi}) \) is such that for all \( \theta \in \Theta \), \( \mathcal{P}_\epsilon(\hat{\pi}(\cdot | \theta)) \) is a convex \( n \)-polyhedron where \( n \) is polynomial in the number of bidder types.

Assumption 1 includes very reasonable cases such as the case where for all \( \theta \in \Theta \) and \( \omega \in \Omega \), \( \pi(\omega | \theta) \in [\pi(\omega | \theta), \pi(\omega | \theta)] \). Further, any set that does not satisfy Assumption 1 can be contained in a set that does. Therefore, we can always make the assumption hold by using a larger consistent set.

**Theorem 2.** For a given \( (p, x) \) and \( \mathcal{P}_\epsilon(\hat{\pi}) \) that satisfy Assumption 1, there exists a polynomial time algorithm that determines whether there exists a \( \pi(\cdot | \theta) \in \mathcal{P}_\epsilon(\hat{\pi}(\cdot | \theta)) \) such that robust individual rationality or robust incentive compatibility is violated.
Proof. For each \( \theta \in \Theta \), solve the following linear program

\[
\min_{\pi(\cdot|\theta)} \sum_{\omega} \pi(\omega|\theta)(v(\theta)p(\omega, \theta) - x(\omega, \theta)) \\
\text{subject to} \\
\pi(\cdot|\theta) \in P_{\epsilon}(\hat{\pi}(\cdot|\theta))
\]

(2)

Note that in the program (2), \((p, x)\) are no longer variables but coefficients. If (2) has an objective value of less than 0, then the robust IR constraint with distribution \( \pi \) is violated. If the objective value is at least 0, there is no robust IR constraint violated for \( \theta \).

There are \(|\Theta|\) linear programs that must be solved, each with a polynomial number of variables and constraints, due to Assumption 1. Therefore, violated robust IR constraints can be generated in polynomial time.

Similarly for robust incentive compatibility, the following program, for all \( \theta, \theta' \in \Theta \), finds violated constraints:

\[
\min_{\pi(\cdot|\theta)} \sum_{\omega} \pi(\omega|\theta)(v(\theta)p(\omega, \theta) - x(\omega, \theta) - (v(\theta)p(\omega, \theta') - x(\omega, \theta'))) \\
\text{subject to} \\
\pi(\cdot|\theta) \in P_{\epsilon}(\hat{\pi}(\cdot|\theta))
\]

\( \square \)

Corollary 1. If \( P_{\epsilon}(\hat{\pi}) \) satisfies Assumption 1, the optimal \( \epsilon \)-robust mechanism can be computed in time polynomial in the number of types of the bidder and external signal.

Proof. By Theorem 2, we can determine whether or not an \( \epsilon \)-robust IR or \( \epsilon \)-robust IC constraint is violated in polynomial time, and add the constraint to the linear program. There are \( 2|\Theta||\Omega| \) variables in the linear program in Definition 9, and there are \( 2|\Theta||\Omega| \) non-IC and IR constraints.

Therefore, by the ellipsoid method, the optimal \( \epsilon \)-robust mechanism can be computed in polynomial time (Kozlov et al. 1980). \( \square \)
Note that Corollary 1 states that the optimal \(\epsilon\)-robust mechanism is polynomial in the *number of bidder types*, not the number of bidders. The current formulation is exponential in the number of bidders, since the distribution is exponential in the number of bidders. For a distribution that has support that is non-exponential in the number of bidders, the optimal robust mechanism can be computed in polynomial time in the number of bidders. However, much of the advantage of prior-dependent mechanisms will be in thin auctions, so we do not view this as a significant weakness of this approach.

Since for ex-post mechanisms, incentive compatibility and individual rationality are independent of the distribution, it would be expected that when we have no useful information about the distribution, the optimal robust mechanism should be equivalent to the optimal ex-post mechanism. The following corollary shows that this is indeed the case.

**Corollary 2.** If for all \(\theta \in \Theta\), and \(\omega \in \Omega\), \(\mathcal{P}_\epsilon(\hat{\pi})\) is such that the distribution \(\pi(\omega' | \theta) = 1\) if \(\omega' = \omega\) and 0 otherwise is in \(\mathcal{P}_\epsilon(\hat{\pi})\), then an optimal \(\epsilon\)-robust mechanism is an optimal ex-post mechanism for the distribution \(\hat{\pi}\).

**Proof.** If for all \(\theta \in \Theta\) and \(\omega \in \Omega\), the distribution such that \(\pi(\omega' | \theta) = 1\) if \(\omega' = \omega\) and 0 otherwise is in \(\mathcal{P}_\epsilon(\hat{\pi})\), the robust IR constraints contain the following set of constraints

\[
v(\theta)p(\theta,\omega) - x(\theta,\omega) \geq 0 \quad \forall \quad \omega \in \Omega, \theta \in \Theta
\]

which implies ex-post IR. Conversely, ex-post IR implies robust IR.

By an identical argument, the robust IC constraints imply the ex-post IC constraints, and vice-versa. \(\square\)

**5. Sample Complexity of \(\epsilon\)-Robust Mechanisms**

The \(\epsilon\)-robust mechanism design procedure proposed in Section 3 is well defined for any \(\epsilon\)-consistent set, and the performance of an \(\epsilon\)-robust mechanism will exceed that of ex-post mechanisms, with high probability, for small values of \(\epsilon\). Moreover, it will be incentive compatible with high probability as well. However, we have not demonstrated that the expected revenue from the mechanism will
converge to the optimal revenue for a sufficiently small ε-consistent set, nor have we demonstrated a guarantee that this approach uses samples efficiently.

So far, we have viewed ε as a consequence of the estimation procedure. However, it is equally valid to view ε as a parameter indicating the level of robustness desired by the mechanism. For example, a non-parametric estimation procedure with an ε = 0 will return a consistent set equal to all possible distributions. The optimal ε-robust mechanism will then correspond to the optimal ex-post mechanism (Corollary 2) with the estimated distribution \( \hat{\pi} \). Similarly, if ε = 1, the consistent set will consist of the singleton \( \hat{\pi} \), and the optimal ε-robust mechanism will correspond to the optimal Bayesian mechanism. Therefore, the parameter ε can be viewed as a regularization parameter for learning optimal mechanisms under correlated valuation settings. Moreover, there is nothing in the definition of the optimal ε-robust mechanism that precludes a separate ε for IR, IC, or even different bidder types.

In this section, we show, using an ε-consistent set defined by a non-parametric estimation of the true distribution, that the expected revenue from an optimal ε-robust mechanism converges to the revenue achievable under full surplus extraction, assuming that the true underlying distribution satisfies the CM condition. Moreover, we show that we require only a polynomial number of samples from the underlying distribution to achieve an additive k-approximation, where the sample complexity is over the number of bidder types, the number of external signals, the largest valuation \( v(|\Theta|) \), and the amount of correlation (a concept that will be made precise). We will achieve this by carefully choosing ε to balance robustness against expected revenue.

We will restrict this analysis to the case where the true underlying distribution satisfies the CM condition. This is due to the absence of a general characterization of optimal mechanisms in correlated valuation settings when the CM condition does not hold. However, we expect some elements of the sample complexity results presented here to carry over to bounding the general approximation error if and when a full characterization of the optimal mechanism is given when the CM condition does not hold. We will require that the true distribution not only satisfies...
the CM condition, but that it satisfies the CM condition by a sufficient margin. Intuitively, the true distribution must be “sufficiently” correlated, where the definition of correlation is the CM condition. The following definition formalizes this:

**Definition 10 (γ-separated ϵ-consistent set).** For an ϵ-consistent set, \( \mathcal{P}_\epsilon(\hat{\pi}) \), and for all subsets \( \hat{\Theta} \subset \Theta \), let

\[
\text{Conv}\{\hat{\Theta}\} = \left\{ \pi' \in P(\Omega) \middle| \exists \{\pi_i\}_{i \in \Omega} \subset \bigcup_{\theta \in \hat{\Theta}} \mathcal{P}_i(\hat{\pi}(\cdot|\theta)) \land \alpha_i \geq 0 \land \sum_{i \in \Omega} \alpha_i = 1 \text{ s.t. } \sum_{i \in \Omega} \alpha_i \pi_i = \pi' \right\}. \tag{3}
\]

I.e., \( \text{Conv}\{\hat{\Theta}\} \) is the convex hull over all conditional distributions, for \( \theta \in \hat{\Theta} \), in the consistent set.

An ϵ-consistent set is said to be γ-separated if for all \( \theta \in \Theta \):

\[
\gamma \leq \min_{\pi \in \text{Conv}\{\Theta \setminus \{\theta\}\}, \pi' \in \text{Conv}\{\{\theta\}\}} ||\pi - \pi'||. \tag{4}
\]

Moreover, a distribution \( \pi \) can be viewed as a consistent set that is just a singleton, so a γ-separated distribution is similarly defined.

If a consistent set is γ-separated, then every distribution in the consistent set is at least γ-separated. Therefore, if the true distribution is in the consistent set, then it is at least γ-separated. A γ-separated distribution is, intuitively, a distribution for which the set of conditional distributions are convex independent (and satisfies the CM condition) by at least γ. We will show if the true distribution is γ-separated, then we will be able to find an ϵ-consistent set that is γ-separated for all ϵ > 0 and γ > γ using a sufficiently large number of samples. Then, with a γ-separated ϵ-consistent set, we can bound the payments of an optimal ϵ-robust mechanism.

**Lemma 1.** If the ϵ-consistent set, \( \mathcal{P}_\epsilon(\hat{\pi}) \), is γ-separated for γ > 0, then there exists an optimal robust mechanism \((p, x)\) such that for all \( \theta \in \Theta \) and \( \omega \in \Omega \),

\[
-\frac{v(|\Theta|)}{\gamma} \leq x(\theta, \omega) \leq \frac{v(|\Theta|)}{\gamma} + v(\Theta) \leq \frac{2v(|\Theta|)}{\gamma}. \tag{5}
\]

The proof is in Appendix A.

Lemma 1 allows an upper bound on the loss of the ϵ-robust mechanism when the mechanism fails to include the true distribution in the consistent set. The worst possible outcome for the mechanism
designer, in the case where the true distribution is not in the consistent set, would be for a bidder type that would have faced a payment of \( \frac{2v(|\Theta|)}{\gamma} \) to, instead, misreport and face a payment of \( -\frac{v(|\Theta|)}{\gamma} \). Therefore, the loss for a bidder type that misreports is less than \( 2 \frac{v(|\Theta|)}{\gamma} - \left( -\frac{v(|\Theta|)}{\gamma} \right) = \frac{3v(|\Theta|)}{\gamma} \). Going forward, we will add this additional non-binding (by Lemma 1) constraint to the programs that define the optimal \( \epsilon \)-robust (Definition 9) mechanism for \( \gamma \)-consistent sets:

\[
-\frac{v(|\Theta|)}{\gamma} \leq x(\theta, \omega) \leq \frac{2v(|\Theta|)}{\gamma} \quad \forall \theta \in \Theta, \omega \in \Omega
\]  

(6)

Note that this constraint does not apply to the case where the consistent set is not \( \gamma \)-separated, i.e \( \gamma = 0 \). This allows a guarantee that, for a sufficiently small consistent set, the robust mechanism does indeed converge to the optimal mechanism, as the following lemma demonstrates.

**Lemma 2.** Let \( \mathcal{P}(\hat{\pi}) \) be a \( \gamma \)-separated consistent set such that for all \( \theta \in \Theta \) there exists a \( \delta > 0 \) such that \( \delta \geq \max_{\pi, \pi' \in \mathcal{P}(\hat{\pi}(\cdot|\theta))} ||\pi - \pi'||, \delta \geq \max_{\pi, \pi' \in \mathcal{P}(\hat{\pi})} ||\pi - \pi'||, \) and \( \delta \leq \frac{k\gamma}{6v(|\Theta|)|\Omega|} \). Let \( \pi^* \in \mathcal{P}(\hat{\pi}) \) be a distribution that satisfies the CM condition with optimal revenue \( R \). Then an optimal robust mechanism achieves at least \( R - k \) in expected revenue for any \( \pi \in \mathcal{P}(\hat{\pi}) \), where \( R \) is the optimal revenue for the distribution \( \pi^* \).

The proof is in Appendix A.

Now that we have bounded the loss in revenue due to using a robust mechanism (i.e., \( \epsilon = 0 \)) with a sufficiently small consistent set, we need two additional pieces to prove our main result. First, we need an upper bound on the number of samples from the underlying distribution necessary to make the \( \epsilon \)-consistent set sufficiently small for a given \( \epsilon \). Second, we must bound the loss due to the, less than \( \epsilon \), probability that the true distribution is not in the consistent set. We will bound the number of samples next, and to do so, we will rely on two concentration inequalities.

**Lemma 3 (Devroye (1983)).** Let \((\theta_1, ..., \theta_k)\) be a multinomial \((n, p_1, ..., p_k)\) random vector. For all \( \delta \in (0, 1) \) and all \( k \) satisfying \( \frac{k}{n} \leq \frac{\delta^2}{20} \), we have

\[
P \left( \sum_{i=1}^k |\theta_i - E(\theta_i)| > n\delta \right) \leq 3e^{-\frac{n\delta^2}{25}}
\]  

(7)
Lemma 4 (Mitzenmacher and Upfal (2005)). Let $\theta$ be a binomial $(n,p)$ random variable. For all $\delta \in (0,1)$, we have

$$P(\theta < (1-\delta)np) \leq e^{-\frac{\delta^2 np}{2}}$$

Note that we will use $\hat{\pi}_X$ to denote the empirical distribution function from seeing the set of samples $X$. I.e., $\hat{\pi}_X(\theta, \omega) = \frac{1}{|X|} \sum_{x \in X} 1_{\{x \equiv (\theta, \omega)\}}$. We will refer to the subset of samples in which the bidder type is $\theta \in \Theta$ as $X_\theta$.

Lemma 5. Let $\pi$ be the true distribution over $\Theta \times \Omega$, and let $X$ be a set of independent samples from $\pi$. For $\theta \in \Theta$, if $|X_\theta| \geq 25|\Omega| \ln \left( \frac{1}{\epsilon_1} \right) \left( \frac{1}{\delta_1} \right)^2$, then $||\hat{\pi}_X(\cdot|\theta) - \pi(\cdot|\theta)|| \leq \delta_1$ with probability $1 - \epsilon_1$.

Proof. By Devroye’s Lemma (Lemma 3), with $\epsilon_1 = 3e^{-\frac{|X_\theta|\delta_1^2}{25}}$, the number of samples necessary is:

$$|X_\theta| \geq 25 \ln \left( \frac{1}{\epsilon_1} \right) \left( \frac{1}{\delta_1} \right)^2.$$

However, $\frac{|\Theta|}{|X_\theta|} \leq \frac{\delta_1^2}{20}$ implying:

$$|X_\theta| \geq 25|\Omega| \ln \left( \frac{1}{\epsilon_1} \right) \left( \frac{1}{\delta_1} \right)^2 \geq \max \left\{ 25 \ln \left( \frac{1}{\epsilon_1} \right) \left( \frac{1}{\delta_1} \right)^2, \frac{20|\Omega|}{\delta_1^2} \right\}$$

is sufficient. □

Lemma 5 bounds the number of samples necessary to estimate the conditional distribution for a particular $\theta \in \Theta$. However, those samples must be samples in $X_\theta$, i.e., the bidder type is $\theta$. Lemma 6 bounds the number of samples, $X$, necessary to ensure that the mechanism designer sees a sufficient number of samples of type $\theta \in \Theta$. However, we do not put a lower bound on the marginal probability of a bidder type $\theta$, so there will be, in general, no finite number of samples sufficient to ensure that the number of samples with bidder type $\theta$ is sufficient to estimate the conditional distribution. Therefore, we bound the probability mass of the bidder types for which we will not see a sufficient number of samples.

Lemma 6. Let $\pi$ be the true distribution over $\Theta \times \Omega$, and let $X$ be a set of independent samples from $\pi$. Let $\Theta' = \{\theta | \theta \in \Theta, |X_\theta| \geq M\}$. Then, if $|X| \geq 8M|\Theta| \ln \left( \frac{|\Theta|}{\epsilon_2} \right) \left( \frac{1}{\delta_2} \right)$, $\sum_{\theta \in \Theta'} \pi(\theta) > 1 - \delta_2$ with probability $1 - \epsilon_2$. 
Proof. For any sample, we can model the probability of that sample being of bidder type \( \theta \in \Theta \) as a binomial distribution with success probability of \( \pi(\theta) \). In order to ensure that \( \sum_{\theta \in \Theta} \pi(\theta) > 1 - \delta_2 \) with probability \( 1 - \epsilon_2 \), we need to cover any bidder with type \( \delta_2 |\Theta| \) marginal probability with probability at least \( 1 - \epsilon_2 |\Theta| \). If we do this, then there is at most a set of bidders with collective marginal probability of less than \( \delta_2 \) that we do not cover, with probability of at least \( 1 - \epsilon_2 |\Theta| \). The number of samples we need to ensure that we cover a bidder with marginal probability of \( \delta_2 |\Theta| \) with probability \( 1 - \epsilon_2 |\Theta| \) is given by Lemma 4. Set \( \delta = \frac{1}{2} \) in Lemma 4, then \( \frac{\delta_2 |\Theta|}{\frac{\delta_2}{|\Theta|}} = e^{-\frac{|\Theta|}{8|\Theta|^2}} \):

\[
|X| \geq 8|\Theta| \ln \left( \frac{|\Theta|}{\epsilon_2} \right) \left( \frac{1}{\delta_2} \right)
\]  

and \( M \leq \frac{|X|}{|\Theta|^2} \) which implies:

\[
|X| \geq 8M|\Theta| \ln \left( \frac{|\Theta|}{\epsilon_2} \right) \left( \frac{1}{\delta_2} \right) \geq \max \left\{ 8|\Theta| \ln \left( \frac{|\Theta|}{\epsilon_2} \right) \left( \frac{1}{\delta_2} \right), \frac{2M|\Theta|}{\delta_2} \right\}
\]  

Finally, we must ensure that we estimate the objective sufficiently well.

**Lemma 7.** Let \( \pi \) be the true distribution over \( \Theta \times \Omega \), and let \( X \) be a set of independent samples from \( \pi \). Then, if \( |X| \geq 25\Omega|\Theta| \ln \left( \frac{1}{\epsilon_3} \right) \left( \frac{1}{\delta_3} \right)^2 \), \( ||\hat{\pi}_X - \pi|| \leq \delta_3 \) with probability \( 1 - \epsilon_3 \).

Proof. Proof is identical to Lemma 5. \( \square \)

Combining the above results, we can achieve our main result, a polynomial bound on the number of samples necessary to achieve a \( k \)-additive approximation to the optimal expected revenue when the distribution is exactly known. Note that we bound the expected revenue of the \( \epsilon \)-robust mechanism in Theorem 3, and this expectation is over both the performance of the mechanism given the distribution over bidder types and external signals and the distribution over the samples that we may observe. The loss in expected revenue due to each of these sources of uncertainty is bounded separately in the proof of Theorem 3.

**Theorem 3.** Let the true distribution, \( \pi^* \), be a \( \gamma \)-separated distribution that satisfies the CM condition with an optimal revenue of \( R \). Let \( X \) be independent samples from \( \pi^* \). If \( |X| \geq 50|\Omega|^3|\Theta| \ln^2 \left( \frac{24|\Theta| |\Theta|}{k\gamma} \right) \left( \frac{48\epsilon(|\Theta|)}{k\gamma} \right)^3 \), then there exists an \( \epsilon \)-robust mechanism that has an expected revenue of at least \( R - k \).
Proof. There are two main ways in which the optimal mechanism can fail to achieve full revenue. First, if the true distribution is in the consistent set, the mechanism loses some revenue due to the robust constraints and mis-estimation of the objective function (this is bounded by Lemma 2). Second, if the true distribution is not in the consistent set, then the mechanism can lose revenue due to bidders misreporting, or reporting accurately but the objective is very far from correct.

First, we will consider the loss if the true distribution is in \( P_{\varepsilon}(\hat{\pi}_X) \). By Lemma 2, if the set of possible distributions is small enough, i.e. if \( \delta < \frac{k\gamma}{24v(|\Theta||\Omega|)} \), then the expected revenue of the mechanism is at least \( R - \frac{k}{4} \). Note that our definition of \( P_{\varepsilon}(\hat{\pi}_X) \) is one sided, so we must have \( P_{\varepsilon}(\hat{\pi}_{X,\theta}) \subseteq \{ \pi_\theta \mid ||\pi_\theta - \hat{\pi}_{X,\theta}|| \leq \frac{\delta}{2} = \frac{k\gamma}{48v(|\Theta||\Omega|)} \} \), and similarly for \( P_{\varepsilon}(\hat{\pi}_X(\cdot|\theta)) \).

If the true distribution is not in the consistent set, then the worst that can happen is that a bidder type that would have made a maximal payment, instead makes a minimal payment, a loss of revenue bounded by \( \frac{3v(|\Theta|)}{\gamma} \) by Lemma 1. The true distribution can be such that the full distribution is not in \( P_{\varepsilon}(\hat{\pi}_X) \) or the conditional distribution for the bidder’s type \( \theta \) may not be in \( P_{\varepsilon}(\hat{\pi}_X(\cdot|\theta)) \). However, the probability for each of these events happening, independently, is less than \( \varepsilon \), so the probability of either happening for a specific bidder type \( \theta \in \Theta \) is less than \( 2\varepsilon \), by a union bound. Therefore, if \( \varepsilon \leq \frac{k\gamma}{24v(|\Theta|)} \), the revenue loss due to the distribution not being in the consistent set is at most \( \frac{k}{4} \).

There is one other additional source of potential loss. Specifically, for a bidder type \( \theta' \in \Theta \), if the marginal probability, \( \pi_\theta(\theta') \), of that type is too low, then it will be infeasible to estimate the conditional distribution for that type. Define the consistent set for the conditional distribution for \( \theta \) to be \( P_{\varepsilon}(\hat{\pi}_X(\cdot|\theta')) \subseteq \{ \pi(\cdot|\theta') \mid ||\pi(\cdot|\theta') - \hat{\pi}_X(\cdot|\theta')|| \leq \frac{k\gamma}{48v(|\Theta||\Omega|)} \} \). However, \( \varepsilon' \) may be large, as high as 1. This is a slight abuse of notation, as now \( \varepsilon' \neq \varepsilon \) for a subset of bidder types. As discussed, the definition of the optimal \( \varepsilon \)-robust mechanism (Definition 9) does not require \( \varepsilon \) to be the same for all \( \theta \in \Theta \), so the mechanism is still well defined. In this case, we assume that \( \varepsilon' = 1 \), and we lose the maximum possible revenue, \( \frac{3v(|\Theta|)}{\gamma} \), for every bidder type \( \theta' \) for which we do not accurately estimate the conditional distribution. Therefore, if we ensure that the probability mass of bidder
types such that this happens is less than $\frac{k\gamma}{12v(|\Theta|)}$ with high probability, we can bound the loss. Then if the probability mass is less than $\frac{k\gamma}{12v(|\Theta|)}$, we lose at most $\frac{k}{4}$ in revenue. Further, we bound the probability that the probability mass is larger than $\frac{k\gamma}{12v(|\Theta|)}$ by, again, $\frac{k\gamma}{12v(|\Theta|)}$. If the probability mass is more than $\frac{k\gamma}{12v(|\Theta|)}$, we assume that we lose the maximum possible amount, $\frac{3v(|\Theta|)}{\gamma}$, implying that the loss in revenue in expectation is less than $\frac{k}{4}$ for the case where there are too many bidder types for which the estimate of the conditional distribution is insufficient.

Therefore, if the number of samples is sufficient to ensure the above conditions, the expected revenue from the mechanism is greater than or equal to $R - k$.

To calculate a sufficient number of samples, we use Lemmas 5, 6, and 7. Using the notation of the Lemmas, we must have $\delta_1 = \delta_3 = \delta/2 \leq \frac{k\gamma}{48v(|\Theta|)|\Omega|}$, $\epsilon_1 = \epsilon_3 = \epsilon \leq \frac{k\gamma}{24v(|\Theta|)}$, $\epsilon_2 \leq \frac{k\gamma}{12v(|\Theta|)}$, and $\delta_2 \leq \frac{k\gamma}{12v(|\Theta|)}$.

Therefore, $|X| \geq 25|\Omega||\Theta|\ln\left(\frac{24v(|\Theta|)}{k\gamma}\right)\left(\frac{48v(|\Theta|)}{k\gamma}\right)^2$ by Lemma 7. Also, by Lemmas 5 and 6,

$$|X| \geq 8M|\Theta|\ln\left(\frac{12|\Theta|v(|\Theta|)}{k\gamma}\right)\frac{12v(|\Theta|)}{k\gamma}$$

$$= 50|\Omega|\ln\left(\frac{24v(|\Theta|)}{k\gamma}\right)\left(\frac{48v(|\Theta|)}{k\gamma}\right)^2 |\Theta|\ln\left(\frac{12|\Theta|v(|\Theta|)}{k\gamma}\right)\frac{48v(|\Theta|)}{k\gamma}$$

$$= 50|\Omega|^3|\Theta|\ln\left(\frac{24v(|\Theta|)}{k\gamma}\right)\ln\left(\frac{12|\Theta|v(|\Theta|)}{k\gamma}\right)\left(\frac{48v(|\Theta|)}{k\gamma}\right)^3.$$ 

Therefore, if $|X| \geq 50|\Omega|^3|\Theta|\ln^2\left(\frac{24|\Theta|v(|\Theta|)}{k\gamma}\right)\left(\frac{48v(|\Theta|)}{k\gamma}\right)^3$, both conditions are satisfied. □

Note that, as is common in sample complexity results, Theorem 3 gives a very loose upper bound on the number of samples necessary. Many of the simplifying steps in the proof increased the number of samples by significant factors, and a more complicated analysis would likely significantly reduce this bound. We show in Section 7, with a naïve estimation procedure, we can generate nearly optimal revenue with many fewer samples than Theorem 3 suggests. However, Theorem 3 formally demonstrates that this estimation problem, even in the worst case, requires only a polynomial number of samples. Moreover, the proof of Theorem 3 is constructive, and the mechanism is efficiently computable by Corollary 1.

6. Necessity of $\gamma$-Separation

It is natural to ask whether or not the assumption of a $\gamma$-separated consistent set is necessary (Definition 10). I.e., suppose that we start with some consistent set $\mathcal{P}(\hat{\pi})$ that does not satisfy
Definition 10 for any value of $\gamma$, and we have access to a finite number of samples from the true distribution $\pi$, can we guarantee nearly optimal revenue for the true distribution by using the samples in the mechanism design process? In the setting where $\mathcal{P}(\hat{\pi})$ is finite, Fu et al. (2014) showed that with relatively few samples, full surplus extraction is possible.

In our setting, and likely in practice, the true distribution lies in a continuous space and any reasonable distribution estimation procedure will return a continuous set of distributions that are consistent with the observed samples. In this section we demonstrate that in the worst case, there is no mechanism that uses a finite number of samples from the true distribution that can approximate the optimal revenue, implying that the assumption of a $\gamma$-separated consistent set is necessary.

If we are to state that $\gamma$-separation is a necessary condition for learning the optimal mechanism, we must show that if $\gamma$-separation does not hold, the optimal revenue cannot be achieved by any mechanism design procedure that uses a finite number of samples. However, for any given distribution that satisfies the CM condition, $\gamma$-separation will hold for some $\gamma$, and therefore can be learned with a finite number of samples, by Theorem 3, using an $\epsilon$-robust mechanism. Therefore, we consider the case where we have an $\epsilon$-consistent set of distributions where $\epsilon = 0$ for the set. Then, we will argue that even if every distribution in the consistent set satisfies the CM condition, but the set of distributions converges to a distribution that does not satisfy the CM condition, then there is no mechanism design procedure that uses a finite number of samples that can guarantee nearly optimal revenue. Our definition of convergence of distributions is given below.

**Definition 11 (Converging Distributions).** A countably infinite sequence of distributions $\{\pi_i\}_{i=1}^{\infty}$ is said to be converging to the distribution $\pi^*$, the convergence point, if for all $\theta \in \Theta$ and $\epsilon > 0$, there exists a $T \in \mathbb{N}$ such that for all $i \geq T$, $||\pi_i(\cdot|\theta) - \pi^*(\cdot|\theta)|| < \epsilon$. I.e., for each $\theta \in \Theta$, the conditional distributions in the sequence, $\{\pi_i(\cdot|\theta)\}_{i=1}^{\infty}$, converge to the conditional distribution $\pi^*(\cdot|\theta)$ in the $l^2$ norm.

It is trivial to show that if a sequence of distributions $\{\pi_i\}_{i=1}^{\infty}$ converges to a distribution $\pi^*$ that does not satisfy the CM condition, then there does not exist $\gamma > 0$ such that the sequence of
distributions is $\gamma$-separated. Moreover, if for any consistent set of distributions $\mathcal{P}(\hat{\pi})$ where for any fixed $\gamma' > 0$, there exists an infinite set of distributions $\mathcal{P}' \subset \mathcal{P}(\hat{\pi})$ such that for all distributions $\pi' \in \mathcal{P}'$, $\pi'$ is not $\gamma'$-separated, then there exists a sequence of distributions in $\{\pi_i\}_{i=1}^\infty$ that converges to a distribution that does not satisfy the CM condition. This will be true for any continuous consistent set of distributions $\mathcal{P}(\hat{\pi})$ that is not $\gamma$-separated.

Additionally, we will require that the sequence of distributions converges to a point in the interior of the convex hull of the sequence (see Assumption 2 in Appendix B). This is not without loss of generality, but given that the convergence point must be in the closure of the convex hull, the set of convergence points we rule out is a measure zero set, so we feel Assumption 2 is reasonable. We leave it to future work to relax Assumption 2.

**Corollary 3.** Let $\{\pi_i\}_{i=1}^\infty$ be a sequence of distributions that satisfies Assumption 2 and converges to $\pi^*$. Let the true (unknown) distribution $\pi' \in \{\pi_i\}_{i=1}^\infty$. There does not exist a mechanism design procedure using a finite number of independent samples from $\pi'$ that guarantees a constant approximation to the optimal revenue.

See Appendix B for a full discussion and proof of Corollary 3. The intuition is that any mechanism with positive expected revenue must have a bounded minimum payment by Assumption 2. Therefore, any mechanism that satisfies IR must have a bounded maximum payment. These bounded payments imply that the achievable revenue for each distribution in the sequence, even distributions that satisfy the CM condition, must converge smoothly to the achievable revenue at the convergence distribution, which can be an IPV distribution and arbitrarily low.

**7. Experimental Results**

Throughout the experiments, we have a single bidder with type $\theta \in \{1, 2, ..., 10\}$ and valuation $v(\theta) = \theta$. The external signal is $\omega \in \{1, 2, ..., 10\}$. We model the true distribution as a categorical distribution with $10 \times 10$ elements, with each element corresponding to a tuple $(\theta, \omega)$.

There are not, to our knowledge, standard distributions to test correlated mechanism design procedures available, so we use a discretized bi-variate normal distribution. Specifically, we discretize
Figure 2  The performance of the ex-post, ϵ-robust, and Bayesian mechanisms using the estimated distribution. All revenue is scaled by the full social surplus, denoted as 1. Note that the Number of Samples is in log scale. The parameters used, unless explicitly given, were as follows: Correlation = .5, ϵ = .05. Each experiment was repeated 200 times, and the 95% confidence interval is included for the ϵ-robust and ex-post mechanisms. The Bayesian mechanism confidence interval is off the plot.

(a) Ex-post, ϵ-robust, and Bayesian mechanisms.

(b) Number of Samples versus Correlation.

(c) Number of Samples versus ϵ.

(d) Number of Samples versus Signal Space.

the area under the bi-variate standard normal distribution between $[-1.96, 1.96]$ in both dimensions as a $10 \times 10$ grid and normalize. We chose the bi-variate normal distribution for its broad relevance to many empirically observed distributions and the ability to easily vary the correlation. Note that the bi-variate normal distribution always satisfies the Cremer-McLean condition if the correlation is positive.
To estimate the distribution, we sample from the true distribution and use Bayesian updating with a maximally uninformative Dirichlet prior ($\alpha = [1, \ldots, 1]$) to arrive at a Dirichlet posterior over the distribution of bidder types and external signals. We then calculate empirical confidence intervals by sampling from the Dirichlet posterior and observing the $\epsilon/(2 \times 10 \times 10)$ and $(1 - \epsilon/(2 \times 10 \times 10))$ quantiles for each element of the conditional distributions $\pi(\omega|\theta)$ and use the quantiles as the $\epsilon$-consistent set. Note that we do not simply use the $\epsilon/2$ and $(1 - \epsilon/2)$ quantiles due to jointly estimating confidence intervals for 100 variables and applying a union bound.

For our experiments, we solve for the optimal ex-post, $\epsilon$-robust, and Bayesian mechanisms given our estimated distribution $\hat{\pi}$ and our $\epsilon$-consistent set. Given that both the optimal $\epsilon$-robust and Bayesian mechanisms can fail to be incentive compatible and/or individually rational due to the difference between the estimated and true distribution, we compute the optimal action for the bidder: either report truthfully, strategically misreport, or do not participate. We then calculate the revenue accordingly.

In Figure 2a, we show the performance of the optimal ex-post, robust, and Bayesian mechanisms given our estimated distribution $\hat{\pi}$ and our $\epsilon$-consistent set. Given that both the optimal $\epsilon$-robust and Bayesian mechanisms can fail to be incentive compatible and/or individually rational due to the difference between the estimated and true distribution, we compute the optimal action for the bidder: either report truthfully, strategically misreport, or do not participate. We then calculate the revenue accordingly.

In Figure 2a, we show the performance of the optimal ex-post, robust, and Bayesian mechanisms using our estimated distribution as we increase the number of samples. We report confidence intervals for both the ex-post mechanisms and the robust mechanisms; however for the Bayesian mechanisms, the confidence intervals were off the chart. Figure 2a demonstrates how badly the Bayesian mechanism performs when the distribution is not exactly known. Even after 10,000 samples from the true distribution, the Bayesian mechanism fails to outperform the ex-post mechanism. By contrast, the optimal $\epsilon$-robust mechanism generates revenue indistinguishable from the ex-post mechanism for low numbers of samples, while significantly outperforming the ex-post mechanism starting at about 10,000 samples.

In Figures 2b and 2c, we vary correlation and $\epsilon$ with increasing numbers of samples. As the bidder type and external signal are more highly correlated, the $\epsilon$-robust mechanism requires fewer samples to perform well, Figure 2b. Also, we see that the $\epsilon$-robust mechanism is not very sensitive to the choice of $\epsilon$, Figure 2c, a fact that we attribute to being overly cautious in requiring all elements of the distribution to be in the bounded intervals.
In Figure 2d, we bin some of the external signals together in order to explore the trade-off between estimating a lower dimensional distribution and constructing a mechanism over the full information. Specifically, for the Signals = 2 case we put all of $\omega = \{1, ..., 5\}$ into one bin and $\omega = \{6, ..., 10\}$ to a second bin. Note the true signal still has 10 values, we are just binning the observed signal. We find that for a low number of samples, we do much better by binning the external signal, but, while difficult to see on the plot, at higher numbers of samples, it is better to use the full distribution.

Note that we consider the results here to be lower bounds on the performance of optimal $\epsilon$-robust mechanisms. We assume a completely uninformative prior, increasing the required sample size. Further, we have used a naïve distribution estimation procedure, so there is likely significant room to improve upon the estimation.

8. Conclusion

In this work, we have presented a new mechanism design paradigm, $\epsilon$-robust mechanisms, that takes a non-trivial step away from traditional mechanism design paradigms. Specifically, we allow for the traditional constraints of incentive compatibility and individual rationality to be probabilistically violated, and in return, we are able to compute these mechanisms efficiently and learn nearly optimal mechanisms using a polynomial number of samples from the true distribution, at least when the true distribution is $\gamma$-separated. More generally, this class of mechanisms naturally spans the distance between traditional ex-post mechanisms, a setting we can replicate with $\epsilon = 0$, and Bayesian mechanisms, $\epsilon = 1$. Therefore, we effectively parameterize the design of Bayesian mechanisms in settings with distributional uncertainty.

We have also bounded the complexity of learning mechanisms for settings with correlated bidder distributions. Corollary 3 suggests that learning the optimal mechanism is doomed in the worst case, putting a floor on what is possible. Our positive result (Theorem 3) provides a ceiling on how difficult it is. While we do not claim that our procedure is either the most sample efficient or the most computationally efficient, it does provide a benchmark and puts limits on what is possible. We leave it to future research to improve both the upper and lower bounds.
While the sample complexity is polynomially bounded, it is still relatively large, at least in our experiments. However, settings with frequently repeated auctions, such as online ad auctions or the real time auction of Amazon Web Services EC2 “Spot Instances,” are likely to have a sufficiently large set of historic bids to improve relative to ex-post mechanisms.

We do not analyze the convergence of this $\epsilon$-robust mechanism design procedure in settings where full surplus extraction as revenue is not possible because this seems to require a better understanding of the optimal mechanism under full knowledge of the distribution, currently an open question. We hope recent results characterizing necessary and sufficient full surplus extraction conditions (Albert et al. 2016) may point to a better understanding of the optimal mechanism when the conditions fail. Specifically, it remains an open question as to whether the optimal mechanism is deterministic (i.e. the allocation probability is always 0 or 1), and if there exists a way to extend the virtual valuation function approach of Myerson (1981) to a correlated valuation setting that would allow for the simple computation of the allocation function. It seems likely that a similar polynomial bound on the sample complexity of learning optimal mechanism using $\epsilon$-robust mechanisms will hold for the general case.

An area of particular interest for future research is applying these techniques to the problem of budget balanced, socially efficient mechanisms. As the well known Myerson-Satterthwaite impossibility result (Myerson and Satterthwaite 1983) states, it is generally impossible to have strong budget balanced, socially efficient mechanisms. However, in a correlated valuation setting, there is a generic condition that states that strong budget balanced, socially efficient mechanisms are possible (Kosenok and Severinov 2008), but the mechanisms are, much like revenue maximizing mechanisms, highly dependent on the mechanism designer’s precise knowledge of the true distribution and a common prior among bidders. However, the results from this work suggest that there are likely to be computationally feasible robust mechanisms that approximately achieve budget balance and social efficiency. This would lead to new applications of incentive compatible distributed systems, such as federated server farms, where a group shares resources in an efficient manner without any money being transferred out of the system. We are currently exploring questions in this direction.
Appendix A: Additional Proofs and Discussion for Section 5

In order to demonstrate that the $\epsilon$-robust mechanism, for a $\gamma$-separated consistent set and sufficient samples from the true distribution, is nearly optimal, it will be useful to first guarantee that a nearly optimal mechanisms exists. The following Lemma guarantees this.

**Lemma 8.** For any distribution $\pi^*$ that satisfies the CM condition and given any positive constant $k > 0$, there exists $\delta > 0$ and a mechanism such that for all distributions, $\pi'$, for which for all $\theta \in \Theta$, $||\pi^*(\cdot|\theta) - \pi'(\cdot|\theta)|| < \delta$, the revenue generated by the mechanism is greater than or equal to $R - k$, where $R$ is the optimal revenue for distribution $\pi'$.

**Proof.** By the assumption that there exists a mechanism that extracts full surplus for the distribution $\pi^*$, there must be a mechanism that always allocates the item and leaves the bidder with an expected utility of 0. Let this mechanism be denoted by $(p^*, x^*)$. Note that this mechanism does not depend on a reported distribution, due to it being a mechanism over a single distribution. Let $C$ be the value for the largest slope of the gradient of any lottery in the mechanism. Choose $\delta = k/(2C)$. Then the expected utility for any distribution $\pi'(|\theta)$ with $||\pi^*(\cdot|\theta) - \pi'(\cdot|\theta)|| < \delta$ when optimally reporting $\theta' \in \Theta$ (note that this is, potentially, an optimal mis-report) is bounded by:

$$-C\delta \leq \sum_{\omega} \pi'(\omega|\theta) (v(\theta)p(\theta', \omega) - x(\theta', \omega)) \leq C\delta$$

Construct a new mechanism (not necessarily truthful) where all payments $x'(\theta, \omega) = x^*(\theta, \omega) - C\delta$ and set $p'(\theta, \omega) = p^*(\theta, \omega) = 1$. Then, the utility of the bidder for optimally misreporting is:

$$0 \leq \sum_{\omega} \pi'(\omega|\theta) (v(\theta)p(\theta', \omega) - x(\theta', \omega)) \leq 2C\delta$$

which implies that the bidder always participates. Since the item is always allocated, the loss in revenue is equivalent to the gain in utility for the bidder. Therefore, the mechanism $(p', x')$ always guarantees revenue within $2C\delta = k$ of the optimal mechanism for any $\theta$, so the expected revenue of the mechanism is greater than or equal to $R - k$. \qed

Note that the proof of Lemma 8 is constructive, but the mechanism is not necessarily incentive compatible. Therefore, the constructed mechanism is not an $\epsilon$-robust mechanism. Lemma 8 is intuitively very reasonable, and likely what one would expect a priori. For a class of distributions that are sufficiently close, there should be a mechanism that does about as well on all of them.

**Proof of Lemma 1.** Note that the payments varying by $\omega \in \Omega$ only affects the $\epsilon$-robust IC constraint (Definition 8). This is because the objective is only affected by the expected payment given $\theta \in \Theta$ and the marginal probability, $\pi(\theta)$. Moreover, the $\epsilon$-robust IR constraint (Definition 7), similarly, only depends on the expected payment for any given conditional distribution.
Therefore, the only role of conditioning payments on \( \omega \) is to separate types to ensure that the bidder reports his type truthfully. Note that for any subset of types \( \Theta' \subset \Theta \) such that \(|\Theta'| = \max\{ |\Theta|, |\Omega| \}\) and for any \( \pi' \in \mathcal{P}(\hat{\pi}) \), there exists a hyperplane through the points \( \{(\pi'(\cdot|\theta), v(\theta))\}_{\theta \in \Theta'} \), by the assumption of \( \gamma \)-separation. Moreover, there exists a hyperplane such that the gradient is bounded by \( \frac{|v(|\Theta|) - v(1)|}{\gamma} < \frac{v(|\Theta|)}{\gamma} \), again by the definition of \( \gamma \)-separation. Therefore, a lottery defined by a hyperplane with a gradient of \( \frac{v(|\Theta|)}{\gamma} \) is sufficient to separate any subset of types.

Moreover, if for some \( \theta \in \Theta \) the expected payment for a lottery \( x(\theta, \cdot) \) is negative for every possible distribution \( \pi \in \mathcal{P}(\Omega) \), then the expected revenue for the mechanism can be increased by raising the payments for type \( \theta \) until there is some distribution over \( \Omega \) such that the expected payment is non-negative. Therefore, there exists an optimal mechanism, \((p, x)\), such that for every lottery defining hyperplane, the hyperplane’s gradient is bounded by \( v(|\Theta|)/\gamma \), and the value of the hyperplane is at least 0 somewhere in the set of distributions over \( \Omega \). Similarly, the value of the hyperplane must be less than or equal to \( v(|\Theta|) \) for some distribution over \( \Omega \) or the lottery is not individually rational for any bidder type. Therefore for all \( \theta \in \Theta \) and \( \omega \in \Omega \), the maximum payment is

\[
-\frac{v(|\Theta|)}{\gamma} \leq x(\theta, \omega) \leq \frac{v(|\Theta|)}{\gamma} + v(\Theta) \leq \frac{2v(|\Theta|)}{\gamma},
\]

since \( \gamma \leq 1 \). \( \square \)

**Proof of Lemma 2.** Construct a mechanism, \((p', x')\), as in the proof of Theorem 8, for the distribution \( \pi' \) and \( \delta \). By Lemma 1 and Theorem 8, this mechanism guarantees that the revenue for any distribution \( \pi \in \mathcal{P}(\hat{\pi}) \) is within \( \frac{k}{3|\Omega|} \) of the optimal revenue, and the mechanism is robust IR. However, the mechanism does not necessarily satisfy robust incentive compatibility.

Choose type \( \theta \in \Theta \), let \( \Theta'(\theta) \subset \Theta \) be the set of types that maximizes utility for some \( \pi(\cdot|\theta) \in \mathcal{P}(\hat{\pi}(\cdot|\theta)) \), i.e.

\[
\Theta'(\theta) = \left\{ \theta' \in \Theta \mid \exists \pi(\cdot|\theta) \in \mathcal{P}(\hat{\pi}(\cdot|\theta)) \text{ s.t. } \forall \theta \in \Theta, \right. \\
\left. \sum_{\omega} \pi(\omega|\theta) (v(\theta)p(\theta', \omega) - x(\theta', \omega)) \geq \sum_{\omega} \pi(\omega|\theta) \left( v(\theta)p(\hat{\theta}, \omega) - x(\hat{\theta}, \omega) \right) \right\}.
\]

Then, construct a new set of payments \( x' \) such that 1) for all \( \pi(\cdot|\theta) \in \mathcal{P}(\cdot|\theta) \) and \( \theta' \in \Theta'(\theta) \), \( \sum_{\omega} \pi(\omega|\theta)x'(\theta', \omega) \leq \sum_{\omega} \pi(\omega|\theta)x'(\theta', \omega) \), and 2) minimizes

\[
\beta = \max_{(p, x) | \sum_{\omega} \pi_{\omega} = 1} \min_{\theta' \in \Theta'} \sum_i \pi_{\omega}(x'(\theta', \omega) - x^*(\theta, \omega))
\]

i.e., \( \beta \) is the maximum distance from the minimum expected payment for any lottery and any distribution. \( \beta \) must be positive by the first condition. The first condition also ensures that it is indeed incentive compatible for the bidder to report \( \theta \), and the second condition ensures that it is the largest set of payments such that this is true. Moreover, the value of \( \beta \) is at most \( \frac{k}{3|\Omega|} \), and
the utility for \( \pi(\cdot | \theta) \in \mathcal{P}(\hat{\pi}(\cdot | \theta)) \) is at most \( \frac{k}{3|\Omega|} \). Note that for each \( \theta' \in \Theta' \) there is a hyperplane that is defined by \( x(\theta', \cdot) \), and this set of hyperplanes intersects inside the set \( \mathcal{P}(\hat{\pi}(\cdot | \theta)) \). Given than the minimum of an intersecting set of hyperplanes defines a concave function, one can always construct a hyperplane that is less than or equal to the concave function for a given set, \( \mathcal{P}(\hat{\pi}(\cdot | \theta)) \), and the difference between the concave function and the hyperplane is non-increasing outside of the set. Therefore, the maximum occurs within the convex set, and the value of the hyperplane at \( \theta' = \theta \) for faces this set of payments, has a utility less than \( k \). Therefore, there exists an allocation \( p' \) such that the utility for all types \( \theta \) is less than \( k \), and the item is always allocated. This implies the revenue generated by the mechanism at \( \pi^* \) is at within \( k \left( \frac{|\Omega|-1}{3|\Omega|} \right) \) of the optimal revenue, \( R \). Moreover, using this mechanism, the revenue achievable for any \( \pi \in \mathcal{P}(\hat{\pi}) \), including \( \hat{\pi} \), is bounded by shifting all probability mass from the largest payment to the smallest payment, a loss of revenue of less than \( \delta \left( \frac{3\gamma|\Omega|}{\gamma} \right) \leq \frac{k}{2|\Omega|} \) by Lemma 1. Thus, the optimal robust mechanism at \( \mathcal{P}(\hat{\pi}) \) has an objective value of at least \( R - k \left( \frac{|\Omega|-1}{3|\Omega|} \right) - \frac{k}{2|\Omega|} \).

The last piece of the proof is to show that for any mechanism that does nearly optimally for \( \hat{\pi} \) will also do nearly optimally for all \( \pi \in \mathcal{P}(\hat{\pi}) \). However, the worst that could happen is, again, all probability mass could shift to the worst possible payment from the best possible payment, which the difference between the two is bounded by \( \frac{3\gamma|\Omega|}{\gamma} \) by Lemma 1. Therefore, the maximum loss due to mis-specifying the objective is \( \delta \left( \frac{3\gamma|\Omega|}{\gamma} \right) \leq \frac{k}{2|\Omega|} \). Therefore, for all \( \pi \in \mathcal{P}(\hat{\pi}) \), the optimal robust mechanism for \( \mathcal{P}(\hat{\pi}) \) achieves a revenue of \( R - k \left( \frac{|\Omega|-1}{3|\Omega|} \right) - \frac{k}{2|\Omega|} - \frac{k}{2|\Omega|} \geq R - k \) on \( \pi \).

**Appendix B: Additional Proofs and Discussion for Section 6**

In this appendix, we discuss and rigorously prove Corollary 3 in Section 6. Note that in Definition 11, we do not explicitly assume that the elements of the sequence satisfy the CM condition,
nor do we assume that the distribution to which the sequence is converging is an IPV distribution. However, it is straightforward to construct examples of converging sequences such that every element of the sequence satisfies CM but the limit is IPV. Figure 3a demonstrates one such set. We will make use of the following standard definition.

**Definition 12 (Affine Independence).** A set of vectors \( \{v_i\}_{i=1}^m \) over \( \mathbb{R}^n \) are affinely independent if for \( \{\alpha_i\}_{i=1}^m \), \( \sum_i \alpha_i v_i = 0 \) and \( \sum_i \alpha_i = 0 \) implies \( \alpha_i = 0 \) for all \( i \in \{1,\ldots,m\} \).

The set of distributions over \( \Omega \) are the points on a \( |\Omega| \)-simplex where the vertices of the simplex are denoted by the set of distributions such that \( \pi(\omega) = 1 \) for all \( \omega \in \Omega \) (see Figure 3b). Further, any set of distributions over \( \Omega \) of size \( |\Omega| \) that are affinely independent must span the \( |\Omega| \)-simplex with affine combinations. I.e., if the set \( \{\pi_i\}_{i=1}^{|\Omega|} \) is affinely independent, then for any distribution \( \pi' \) over \( \Omega \), there must exist \( \{\alpha_i\}_{i=1}^{|\Omega|} \) where \( \sum_i \alpha_i = 1 \) and \( \pi' = \sum_i \alpha_i \pi_i \).

We can assume, without loss of generality, that for any sequence of distributions we consider, \( \{\pi_i\}_{i=1}^\infty \), there must exist a subset of \( \{\pi_i(\cdot|\theta)\}_{i,\theta} \) of size \( |\Omega| \) that is affinely independent. If not, the affine combination of vectors \( \{\pi_i(\cdot|\theta)\}_{i,\theta} \) spans a lower dimensional simplex, and we can reduce the dimensionality of \( \Omega \) until an affinely independent subset exists. Note that this relies on the assumption that the bidder is risk neutral. Specifically, a risk neutral bidder is indifferent between a payment for an outcome of the external signal, \( p(\theta', \pi', \omega) \), and a lottery over multiple values of the external signal with the same expected payoff. Therefore, if there is not a subset of \( \{\pi_i(\cdot|\theta)\}_{i,\theta} \) of size \( |\Omega| \) that is affinely independent we can always replace the true signal with a lower dimensional set of lotteries over the external signal without affecting the expected utility of the bidder.

We will further simplify this setting by assuming that we know the marginal distribution, \( \pi_\theta \), perfectly, and we must only estimate the conditional distributions \( \{\pi(\cdot|\theta)\}_{\theta \in \Theta} \). Since we will show that this more restrictive set is sufficient for our impossibility results, the results will naturally extend to the more permissive set.

In addition to Definition 11, we will require the following assumption.

**Assumption 2.** For the sequence of distributions \( \{\pi_i\}_{i=1}^\infty \) converging to \( \pi^* \) and for any \( \theta' \in \Theta \), there exists a subset of distributions of size \( |\Omega| \) from the set \( \{\pi_i(\cdot|\theta)\}_{i,\theta} \) that is affinely independent and the distribution \( \pi^*(\cdot|\theta') \) is a strictly convex combination of the elements of the subset. I.e., there exists \( \{\alpha_k\}_{k=1}^{|\Omega|}, \alpha_k \in (0,1) \) and \( \{\pi_k(\cdot|\theta_k)\}_{k=1}^{|\Omega|} \), where every \( \pi_k(\cdot|\theta_k) \in \{\pi_i(\cdot|\theta)\}_{i,\theta} \), such that \( \pi^*(\cdot|\theta') = \sum_{k=1}^{|\Omega|} \alpha_k \pi_k(\cdot|\theta_k) \).

Assumption 2 states that the sequence of distributions is converging to a distribution that is in the interior of the sequence. This is not without loss of generality, but it is only violated for a measure zero set of distributions, the distributions at the boundary of the space of the strictly convex
Figure 3  Figure 3a demonstrates a converging sequence as in Definition 11. Each point represents a conditional distribution, and conditional distributions linked by a dashed line both belong to the same full distribution. Specifically, the conditional distributions are all converging to \( \pi(\omega_H | v) = 1/2 \), i.e. a distribution where the bidder’s value and the external signal are uncorrelated. However, all of the distributions in the sequence satisfy the Cremer-McLean condition. Figure 3b demonstrates distributions that satisfy Assumption 2 in a set of distributions over three possible external signals \( \{\omega_L, \omega_M, \omega_H\} \) as points in a 2-simplex. Specifically, \( \pi^* \) is a strictly convex combination of \( \pi_1, \pi_2, \) and \( \pi_3 \). The sequence of distributions in Figure 3a also satisfies Assumption 2 due to \( \pi_1 \), but if \( \pi_1 \) was excluded from the sequence, it would not.

(a) Sequence of converging distributions with a binary signal.

(b) Sequence elements that satisfy Assumption 2.

combinations of the distributions within the sequence of distributions. Specifically, Assumption 2 is a statement about the conditional distributions, and particularly that all conditional distributions of the convergence point, \( \pi^*(\cdot | \theta) \) for all \( \theta \), is in some sense in the interior of some other estimate (see Figures 3b for a graphical depiction of this statement). Moreover, the distributions that “enclose” the convergence point do not have to have the same \( \theta \), i.e. any conditional distributions for any \( \theta \) in the set \( \{\pi_i(\cdot | \theta)\}_{i, \theta} \) can be the distributions that “enclose” the convergence point. Further, if the full set of all potential distributions is a continuous closed set, then there will be an infinite number of sequences that satisfy this assumption.

With these definitions, we are able to introduce our main impossibility results, Theorem 4 and Corollary 4.

**Theorem 4.** Let \( \{\pi_i\}_{i=1}^\infty \) be a sequence of distributions converging to \( \pi^* \) that satisfies Assumption 2. Denote the revenue of the optimal mechanism for the distribution \( \pi^* \) by \( R \). For any \( k > 0 \) and for any mechanism, there exists a \( T \in \mathbb{N} \) such that for all \( \pi_v \in \{\pi_i\}_{i=T}^\infty \), the expected revenue is less than \( R + k \).
Theorem 4, whose proof we shall defer to the end of this section, states that no mechanism can guarantee revenue better than the optimal revenue achievable at the convergence point for all distributions in the sequence. Namely, if the sequence of distributions \( \{\pi_i\}_{i=1}^{\infty} \) satisfy the CM condition, but the convergence point is IPV, then no mechanism can always do better than the optimal mechanism for the IPV point (in our setting, a reserve price mechanism (Myerson 1981)).

It may not seem surprising that we cannot construct mechanisms that do well on large sets of distributions. However, the following corollary indicates that we cannot learn a mechanism that always does well either.

**Corollary 4.** Let \( \{\pi_i\}_{i=1}^{\infty} \) be a sequence of distributions converging to \( \pi^* \) that satisfies Assumption 2. Denote the revenue of the optimal mechanism for the distribution \( \pi^* \) by \( R \). For any \( k > 0 \) and for any mechanism that uses a finite number of independent samples from the underlying distribution, there exists a \( T \in \mathbb{N} \) such that for all \( \pi_i' \in \{\pi_i\}_{i=T}^{\infty} \), the expected revenue is less than \( R + k \).

It is important to be very careful in interpreting Theorem 4 and Corollary 4; they are both statements about distributions close to the convergence point. They do not provide a bound for distributions that are far from the convergence point. Therefore, even if the convergence point is an IPV distribution, it is still potentially possible to generate near optimal revenue for some distributions in the sequence. However, even with sampling, mechanisms cannot generate significantly higher revenue than the optimal IPV mechanism for distributions sufficiently close to IPV, though sampling may still substantially increase the expected revenue for some subset of the sequence of distributions.

These results indicate that the setting where the bidder may have a distribution from an infinite set is fundamentally different from the setting where the bidder’s distribution is one of a finite set (as in Fu et al. (2014)). Note that the set of all mechanisms includes mechanisms that first applies some procedure to reduce the infinite set to a finite set.

In the remainder of this section, we prove Theorem 4 and Corollary 4. The strategy that we will use to prove the above results relies on bounding the maximum possible payments for any mechanism. Specifically, the revelation principle (Gibbons 1992) ensures that the revenue achievable by any mechanism can be achieved by a mechanism that not only truthfully elicits the bidder’s valuation, but also truthfully elicits the distribution of the bidder. We will show that Assumption 2 implies that any mechanism with payments too large (either from or to the bidder), will create an incentive for some bidder type to lie either about his valuation or his distribution, violating the revelation principle. Once we show that payments are bounded, we can use a standard continuity
result in linear programming to show that the expected revenue of the mechanism must converge to something less than or equal to the optimal revenue achievable at the convergence point.

To bound payments, we will require that for distributions “sufficiently close” to the convergence point, we can always find another distribution that is a finite step in any direction. This is what Assumption 2 provides (see Figure 3b for intuition), as the following lemma formally demonstrates.

**Lemma 9.** Let \( \{ \pi_i \}_{i=1}^{\infty} \) be a sequence of distributions converging to \( \pi^* \) that satisfies Assumption 2. There exists an \( \epsilon_{\min} > 0 \), such that for all distributions \( \pi \) over \( \Omega \) where \( ||\pi - \pi^*(\cdot|\theta)|| < \epsilon_{\min} \) for some \( \theta \in \Theta \), and all unit vectors \( z \in \mathbb{R}^{[\Omega]} \) where \( \sum_\omega z(\omega) = 0 \), there exists a \( \pi_j(\cdot|\theta_j) \in \{ \pi_i(\cdot|\theta) \}_{i,\theta} \) such that \( (\pi - \pi_j(\cdot|\theta_j)) \cdot z \geq \epsilon_{\min} \).

**Proof.** First, note that by Assumption 2, for all \( \theta \in \Theta \), there exists \( \{ \alpha_k \}_{k=1}^{[\Omega]} \) and an affinely independent set of vectors \( \{ \pi_k(\cdot|\theta_k) \}_{k=1}^{[\Omega]} \), where \( \alpha_k \in (0, 1) \) and \( \pi^*(\cdot|\theta) = \sum_{k=1}^{[\Omega]} \alpha_k \pi_k(\cdot|\theta_k) \). The set of affinely independent points \( \{ \pi_k(\cdot|\theta_k) \}_{k} \) define a simplex in \( \mathbb{R}^{[\Omega]} \), and the \( l \)th face of the simplex, where \( l \in \{ 1, ..., [\Omega] \} \), is the set of points denoted by \( \sum_{k \neq l} \alpha_k' \pi_k(\cdot|\theta_k) \) such that \( \sum_{k \neq l} \alpha_k' = 1 \) and \( \alpha_k' \in [0, 1] \). The distance from the distribution \( \pi^*(\cdot|\theta) \) to any point on the \( l \)th face is:

\[
\min_{\alpha_k'} ||\pi^*(\cdot|\theta) - \sum_{k \neq l} \alpha_k' \pi_k(\cdot|\theta_k)|| = \min_{\alpha_k'} ||\sum_{k=1}^{[\Omega]} \alpha_k \pi_k(\cdot|\theta_k) - \sum_{k \neq l} \alpha_k' \pi_k(\cdot|\theta_k)||
\]

\[
= \min_{\alpha_k'} ||\alpha_l \pi_l(\cdot|\theta_l) - \sum_{k \neq l} (\alpha_k - \alpha_k') \pi_k(\cdot|\theta_k)|| > 0.
\]

The last inequality is due to \( \alpha_l \neq 0 \) (Assumption 2) and affine independence. Let \( \epsilon' > 0 \) be the minimum such distance for all \( \theta \in \Theta \) and all faces of the simplex.

Define \( \epsilon_{\min} = \frac{\epsilon'}{2} \). Let \( \pi \) be a distribution over \( \Omega \) where \( ||\pi - \pi^*(\cdot|\theta)|| < \epsilon_{\min} \), for some \( \theta \in \Theta \). Let \( \{ \pi_k(\cdot|\theta_k) \}_{k} \) define the simplex that contains \( \pi^*(\cdot|\theta) \). Therefore, the distance from \( \pi \) to any face of the simplex is at least \( \epsilon_{\min} \) by an application of the triangle inequality. Let \( z \in \mathbb{R}^{[\Omega]} \) be a unit vector such that \( \sum_\omega z(\omega) = 0 \). Since a simplex is a closed and bounded set, there exists some face of the simplex which we will denote as the \( l \)th face, such that for some \( \{ \alpha_k' \}_{k \neq l} \) and some \( \epsilon \geq \epsilon_{\min} > 0 \):

\[
\pi - \epsilon z = \sum_{k \neq l} \alpha_k' \pi_k(\cdot|\theta_k).
\]

Let \( \pi_j(\cdot|\theta_j) \) be a vertex of that face such that:

\[
\left( \pi_j(\cdot|\theta_j) - \sum_{k \neq l} \alpha_k' \pi_k(\cdot|\theta_k) \right) \cdot z \leq 0.
\]

This must exist by virtue of the face being a segment of a hyper-plane. Then:

\[
\epsilon_{\min} \leq \epsilon = \epsilon z \cdot z = \left( \pi(\cdot) - \sum_{k \neq l} \alpha_k' \pi_k(\cdot|\theta_k) \right) \cdot z
\]
\[
\begin{align*}
= & \left( \pi_j(\cdot|\theta_j) - \sum_{k \neq l} \alpha_k \pi_k(\cdot|\theta_k) \right) \cdot z + (\pi - \pi_j(\cdot|\theta_j)) \cdot z \\
\leq & (\pi - \pi_j(\cdot|\theta_j)) \cdot z
\end{align*}
\]

\[\Box\]

As discussed in Section 2, the payments in a Bayesian mechanism are a lottery over the external signal. A lottery over the external signal can be viewed as a linear function (or a hyper-plane) whose domain is the \(\Omega\)-simplex of distributions and whose value is the expected payment for the lottery. Lemma 9 ensures that for points close enough to the convergence point, there exists a distribution in the sequence that is in the “opposite direction” of the gradient of the hyperplane that defines the lottery. I.e., for any possible lottery with a gradient of magnitude \(K\), there exists a distribution for which the expected payment for the lottery is at least \(\epsilon\) for all distributions in \(\{\pi_i\}_{i=1}^\infty\). Without loss of generality, we can assume \(\epsilon_\min > 0\). Note that the expected revenue generated for any \(\theta\) with the minimum marginal cost by \(\pi_\min\), i.e. \(\pi_\min = \min_\theta \{\pi_\theta\}\). Without loss of generality, we can assume that \(\pi_\min > 0\). Note that the expected revenue generated for any \(\theta\) must be bounded from below by \(-v(\{\theta\})/\pi_\min\) if the mechanism guarantees non-zero expected revenue. This is because the maximum amount of expected revenue for any \(\pi\) can be at most \(v(\{\theta\})\) or individual rationality will not be satisfied, and if expected revenue for any type is less than \(-v(\{\theta\})/\pi_\min\), it is not possible to make up the revenue from other types. Further, this implies that in order for the mechanism

**Lemma 10.** Let \(\{\pi_i\}_{i=1}^\infty\) be a sequence of distributions converging to \(\pi^*\) that satisfies Assumption 2. For any mechanism \((p, x)\) that is incentive compatible and individually rational and guarantees non-negative revenue in expectation for all distributions in \(\{\pi_i\}_{i=1}^\infty\), there exists some \(M > 0\) such that for all \(\pi_{i'} \in \{\pi_i\}_{i=1}^\infty, \theta \in \Theta, \) and \(\omega \in \Omega:\)

\[|x(\theta, \pi_{i'}, \omega)| \leq M\]

**Proof of Lemma 10.** Let \(\epsilon_\min > 0\) be defined as in Lemma 3. By the definition of converging sequences of distributions (Definition 11), there exists a \(T \in \mathbb{N}\) such that for all \(\theta \in \Theta\) and \(\pi_{i'}(\cdot|\theta) \in \{\pi_i(\cdot|\theta)\}_{i=T}, ||\pi_{i'}(\cdot|\theta) - \pi^*(\cdot|\theta)|| \leq \epsilon_\min\). Since there are a finite number of distributions such that \(i' < T\), choose \(M_{i'<T} = \max_{i'<T, \theta, \omega} |x(\theta, \pi_{i'}, \omega)|\).

Therefore if payments are not bounded, for any \(M' > 0\), there must exist some \(\pi_{i'} \in \{\pi_i\}_{i=T}, \theta' \in \Theta, \) and \(\omega' \in \Omega\) such that \(x(\theta', \pi_{i'}, \omega') > M'\) or \(x(\theta', \pi_{i'}, \omega') < -M'\).
to generate non-negative revenue, the bidder’s expected utility for any type must be less than \( v(|\Theta|) + v(|\Theta|)/\pi_{\text{min}} \). Therefore, set
\[
M' = \frac{v(|\Theta|)}{\pi_{\text{min}}} + \frac{(1 - \epsilon_{\text{min}})(2v(|\Theta|) + v(|\Theta|)\pi_{\text{min}} + 1)}{\epsilon_{\text{min}}}
\]

Then, the magnitude of the gradient of the hyper-plane defined by the affine combination of \( x(\theta', \pi_{ij}, \omega) \) for all \( \omega \in \Omega \) must be at least:
\[
||\nabla x(\theta', \pi_{ij}, \omega)|| \geq \frac{(-v(|\Theta|) + M')}{(1 - \epsilon_{\text{min}})} = \frac{2v(|\Theta|) + v(|\Theta|)\pi_{\text{min}} + 1}{\epsilon_{\text{min}}}
\]

Let \( z \in \mathbb{R}^{|\Theta|} \) with \( \sum_\omega z(\omega) = 0 \) be the direction of the gradient of the hyper-plane defined by the lottery in the plane of the \(|\Omega|-\text{simplex}\). Then by Lemma 9, there exists a \( \pi_j(\cdot|\theta_j) \) such that \( (\pi_{ij}'(\cdot|\theta') - \pi_{ij}(\cdot|\theta_j)) \cdot z > \epsilon_{\text{min}} \). Then:
\[
\sum_\omega \pi_j(\omega|\theta_j) (v(\theta_j)p(\theta_j, \pi_{ij}, \omega) - x(\theta_j, \pi_{ij}, \omega)) \geq \sum_\omega \pi_j(\omega|\theta_j) (v(\theta_j)p(\theta', \pi_{ij}', \omega) - x(\theta', \pi_{ij}', \omega)) \quad \text{(by IC)}
\]
\[
\geq \sum_\omega \pi_j(\omega|\theta_j) (v(\theta_j)p(\theta', \pi_{ij}', \omega) - x(\theta', \pi_{ij}', \omega)) - \sum_\omega \pi_{ij}'(\omega|\theta') (v(\theta')p(\theta', \pi_{ij}', \omega) - x(\theta', \pi_{ij}', \omega)) \quad \text{(by IR)}
\]
\[
\geq \sum_\omega (\pi_{ij}'(\omega|\theta') - \pi_{ij}(\omega|\theta_j)) x(\theta', \pi_{ij}', \omega) - v(|\Theta|)
\]
\[
= (\pi_{ij}'(\cdot|\theta') - \pi_{ij}(\cdot|\theta_j)) \cdot z ||\nabla x(\theta', \pi_{ij}', \cdot)|| - v(|\Theta|)
\]
\[
\geq \epsilon_{\text{min}} ||\nabla x(\theta', \pi_{ij}', \cdot)|| - v(|\Theta|)
\]
\[
\geq v(|\Theta|) + v(|\Theta|)/\pi_{\text{min}} + \epsilon_{\text{min}}
\]

Therefore, the seller cannot earn non-negative expected revenue for type \( (\pi_j, \theta_j) \), a contradiction.

It is straightforward to show that the combination of individual rationality and payments being bounded from below by \( \max\{M_{t<\tau}, M'\} \) implies that all payments must be bounded from above. We omit the details. Denote this upper bound by \( M'' \).

Therefore, let \( M = \max\{M_{t<\tau}, M', M''\} \), and all payments are bounded by \( M \). \( \square \)

With payments bounded, the final necessary result is the following stating that for any linear program where the variables for the set of optimal solutions is bounded, the corresponding sequence of linear programs is upper semi-continuous.

**Lemma 11 (Martin (1975)).** Let \( a(t), b(t), c(t), \) and \( d(t) \) be vectors parameterized by the parameter vector \( t \in Q \). Assume that \( a(t), b(t), c(t), \) and \( d(t) \) converge continuously to \( a(0), b(0), c(0), \) and \( d(0) \) as \( t \to 0 \). Similarly, \( A(t), B(t), C(t), \) and \( D(t) \) are matrices that converge continuously to \( A(0), B(0), C(0), \) and \( D(0) \).
Define the parameterized linear program $LP(t)$ as:

$$\max_{x, q} \ c'(t)x + d'(t)q$$

subject to

$$A(t)x + B(t)q = a(t)$$
$$C(t)x + D(t)q \leq b(t)$$
$$q \geq 0$$

If the set of optimal solutions of $LP(0)$, $\{(x, q) : (x, q) \in \arg \max (LP(0))\}$, is bounded, then the objective value of $LP(t)$ is upper semi-continuous at $t = 0$.

Proof of Theorem 4. Note that the maximum revenue achievable for any given $\pi_i$ can be bounded from above by the following linear program:

$$\max_{p, x} \sum_{\theta} \sum_{\omega} \pi_i(\theta, \omega)x(\theta, \pi_i', \omega)$$

subject to

$$\sum_{\omega} \pi_i'(\omega|\theta) (v(\theta)p(\theta, \pi_i', \omega) - x(\theta, \pi_i, \omega)) \geq 0 \quad \forall \ \theta \in \Theta$$
$$\sum_{\omega} \pi_i'(\omega|\theta) (v(\theta)p(\theta, \pi_i', \omega) - x(\theta, \pi_i', \omega)) \geq \sum_{\omega} \pi_i'(\omega|\theta) (v(\theta)p(\theta', \pi_i', \omega) - x(\theta', \pi_i, \omega)) \quad \forall \ \theta, \theta' \in \Theta$$
$$0 \leq p(\theta, \pi_i, \omega) \leq 1 \quad \forall \ \theta \in \Theta, \omega \in \Omega$$
$$-M \leq x(\theta, \pi_i', \omega) \leq M \quad \forall \ \theta \in \Theta, \omega \in \Omega$$

where the last constraint is a consequence of Lemma 10. Therefore, by Lemma 11, the objective of this program is upper semi-continuous at $\pi^*$, and the result follows immediately. □

Corollary 4 directly follows. The key insight is that any finite number of samples from the underlying distribution can be viewed as one signal from a more complicated distribution, and that this distribution still converges to a convergence point that will be IPV if the original convergence point is IPV.

Proof of Corollary 4. Let $\{(\theta_j, \omega_j)\}_{j=1}^N$ be a finite number of independent samples from the true distribution $\pi_i$. Note the true distribution can be written as $\pi_i = \pi^* + \epsilon_{\theta,i}$ for some $\epsilon_{\theta,i} \in \mathbb{R}^{|\Omega|}$. Therefore, the probability of seeing samples $\{(\theta_j, \omega_j)\}_{j=1}^N$ and external signal $\omega$ is:

$$\pi_i(\{(\theta_j, \omega_j)\}_{j=1}^N, \omega|\theta) = \pi_i(\omega|\theta) \prod_{j=1}^N \pi_i(\omega_j|\theta_j)\pi(\theta_j)$$
\[
\pi^* (\omega | \theta) + \epsilon_{\theta,i}(\omega) \prod_{j=1}^{N} (\pi^*(\omega_j | \theta_j) + \epsilon_{\theta,j,i}(\omega_j)) \pi(\theta_j)
\]

which converges to \( \pi^* (\{(\theta_j, \omega_j)\}_{j=1}^{N}, \omega | \theta) \) as \( \pi_i \) converges to \( \pi^* \). Moreover, the samples \( \{(\theta_j, \omega_j)\}_{j=1}^{N} \) are independent of the final round’s bidder type, so the optimal mechanism over the distribution \( \pi^* (\{(\theta_j, \omega_j)\}_{j=1}^{N}, \omega | \theta) \) is revenue equivalent to the optimal mechanism over \( \pi^* \). Therefore, a finite number of samples is equivalent to a higher dimensional signal, and Theorem 4 applies directly. \( \square \)

**B.1. Unbounding the Approximation Ratio on a Converging Sequence of Distributions**

While Corollary 4 states that we can’t learn a mechanism that guarantees optimal revenue, it leaves open the possibility that we can learn nearly optimal revenue. However, as the following example and Lemma shows, there exists a sequence of distributions that all satisfy the CM condition and whose full surplus revenue grows without bound in the number of bidder types. However, the sequence converges to an IPV distribution that has constant revenue in the number of bidder types.

**Example 2.** Let the marginal distribution over the type of the bidder be given by \( \pi(\theta) = 1/2^\theta \) for \( \theta \in \{1, ..., |\Theta| - 1\} \) and \( \pi(|\Theta|) = 1/2^{|\Theta|-1} \). Further let the value of the bidder for the item be \( v(\theta) = 2^\theta \). Therefore, the expected value of the bidder’s valuation is

\[
\sum_{\theta=1}^{|\Theta|-1} \left( \frac{1}{2^\theta} \right) 2^\theta + \left( \frac{1}{2} \right)^{|\Theta|-1} 2^{|\Theta|} = |\Theta| + 1
\]

Assume that the external signal set is \( \Omega = \{1, ..., |\Theta| - 1\} \). Note that for a reserve price mechanism with a reserve price of \( 2^{|\Theta|} \), the expected revenue is 2. Further, if the distribution is IPV, this is the optimal mechanism (Myerson 1981).

**Lemma 12.** In the setting of Example 2, there exists a sequence of distributions \( \{\pi_i\}_{i=1}^{\infty} \) that converges to an IPV distribution and satisfies Assumption 2 such that for each distribution \( \pi_i \), there exists a mechanism \( (p_i, x_i) \) whose expected revenue is \( |\Theta| + 1 \).

**Proof.** Let, for all \( k \in \{1, ..., |\Theta| - 1\} \), \( \pi_i(\omega = k | \theta = k) = \frac{1}{|\Omega|} + \frac{1}{|\Omega|} \) and \( \pi_i(\omega \neq k | \theta = k) = \frac{1}{|\Omega|} - \frac{1}{(|\Omega| - 1)|\Omega|} \). Then, define the linear function Note that for all \( i \), \( \pi_i \) satisfies the CM condition, and by Theorem 1, there exists a mechanism such that the expected revenue is \( |\Theta| + 1 \). Furthermore, \( \pi_i(\cdot | \cdot) \) converges to \( \pi^*(\cdot | \cdot) = 1/|\Omega| \), an IPV distribution. Finally, \( \pi^*(\cdot | \cdot) = 1/|\Omega| \) is in the interior of the convex hull of \( \{\pi_i\}_{i=1}^{\infty} \), so the sequence satisfies Assumption 2. \( \square \)

Corollary 3 follows immediately from Lemma 12 and Corollary 4.

**References**


